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Preface

The Japan Meteorological Agency (JMA) started the operation of numerical weather prediction (NWP) in June
1959 after several years of extensive research activities of the Numerical Weather Prediction Group of Japan.
That was the third NWP operation in the world, following the Swedish Meteorological and Hydrological In-
stitute (SMHI) in September 1954 and the US Weather Bureau in May 1955. The development of NWP since
then has been tremendous. Operational NWP centers, including JMA, have benefited from ever better under-
standing of meteorological phenomena, improved modeling techniques, increasing computing power, efficient
telecommunication systems, and improved observing systems, especially meteorological and earth-observing
satellite systems. The purpose of NWP is wide-ranging and various NWP systems have been developed and
operating in JMA.

This report was published as an appendix to “WMO Technical Progress Report on the Global Data-
processing and Forecasting System (GDPFS) and Numerical Weather Prediction (NWP) Research” from 2002
to 2022. Now, it is published as an independent report to present the details of the JMA operational NWP
system as of March 2022 with the cessation of the WMO Technical Progress Report.

The first chapter provides an overview of the configurations and specifications of the current computer
system at JMA. Thereafter follows a description of the operational suite and the operational job management
system on the current computer system. The second chapter deals with three major data assimilation systems
for atmospheric fields, namely, Global Analysis, Meso-scale Analysis and Local Analysis including the obser-
vation data used in these analyses. Data assimilation systems for snow depth and soil moisture is also described
in this chapter. A description on the JMA Climate Data Assimilation System as well as more aspects on data
assimilation is given in this chapter.

The third chapter describes a suite of NWP models for very short-range prediction of meso-scale distur-
bances, and for short- and medium-range prediction of synoptic-scale disturbances. The regional deterministic
and ensemble prediction system is used especially for heavy rainfall associated with mesoscale convective sys-
tem which causes severe disaster in Japan. The global model is used in ensemble prediction systems for the
typhoon forecast, one-week and one-month prediction, and the coupled ocean-atmosphere model is employed
for the seasonal forecast and El Niño forecast. An atmospheric transport models are applied to the prediction
of transport of trace elements such as radioactive materials, Kosa (Aeolian Dust), stratospheric ozone and vol-
canic ash for environmental information. The fourth chapter explains various kinds of application products
of NWP such as weather charts, gridded data products, very-short-range forecasting of precipitation, hourly
analysis in wind and temperature, guidance for short-range forecasting, products for aviation services, products
of ensemble prediction systems and atmospheric angular momentum functions. The last chapter is on ocean
models, specifically ocean wave models, storm surge models and an oil spill prediction model as well as sea
surface temperature analysis systems and ocean data assimilation systems.

JMA is working forward a further developments to improve the accuracy of NWP systems. The reader will
find updated information on the NWP systems of JMA on the website of JMA <https://www.jma.go.jp/
jma/en/Activities/nwp.html>.

ISHIDA Junichi
Director

Numerical Prediction Division
Japan Meteorological Agency
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Chapter 1

Computer System

1.1 Introduction

The Japan Meteorological Agency (JMA) installed its first-generation computer (IBM 704) to run an opera-
tional numerical weather prediction model in March 1959. Since then, the computer system at JMA has been
repeatedly upgraded, and the current system (Cray XC50) was completed in June 2018 as the tenth-generation
computer. Figure 1.1.1 shows the history of computers at JMA, their peak performance, and a change in peak
performance calculated using Moore’s law1 from the first computer (IBM 704). The peak performance of the
second (HITAC 5020), the third (HITAC 8800), and the eighth (HITACHI SR11000) computers at the begin-
ning of their implementation was almost the same as that projected using Moore’s law, while it was lower
during the 1980s, 1990s, and the first half of the 2000s. Recent growth is faster and the peak performance of
the current computer is higher than the projection.

Figure 1.1.1: History of computers used at JMA and their peak performance. The line “Moore’s law” represents
the projection of peak performance using Moore’s law from the first computer (IBM 704).

1The term “Moore’s law” has many formulations. Here we refer to exponential growth of peak performance which doubles every 18
months.
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Figure 1.2.1: Schematic illustration of computer system

In this chapter, Section 1.2 briefly describes the configurations and specifications of the current computer
system at JMA. Section 1.3 outlines the operational suite and the operational job management system on the
current computer system.

1.2 System Configurations and Specifications

1.2.1 Overview
Figure 1.2.1 illustrates major components of the computer system at JMA including Cray XC50 high perfor-
mance computers, server computers, storages, terminals, and networks. The system has been in operation
since 5 June 2018. Most of the computing facilities are located at the Office of Computer Systems Operations
and the Meteorological Satellite Center in Kiyose 24 km west of JMA’s central-Tokyo HQ, and some servers
are located at the Osaka Regional Headquarters for business continuity planning (BCP). A wide area network
(WAN) links the Kiyose, HQ and Osaka sites. The specifications of the high-performance computers and server
computers are summarized in Table 1.2.1, Table 1.2.2 and Table 1.2.3, respectively.

1.2.2 High Performance Computer
Two independent systems called a main system and a subsystem of a Cray XC50 high performance computer
with the same specifications are installed at the Kiyose site. The main system usually runs operational numer-
ical weather prediction jobs, while the subsystem usually runs development jobs. However, in case the main
system is under maintenance or out of order, the subsystem runs operational jobs to make the system stable for
operational use.
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Table 1.2.1: Specifications of high performance computers

Computer Cray XC50
Number of systems 2

Computational nodes
Processor, clock frequency Intel Xeon Platinum 8160, 2.1 GHz
Cores per processor 24
Cores per logical node 48
Logical nodes per system 2741(ESM), 75(MAMU), 8(Tier2), 16(spare)
Peak performance per logical node 3.2256 TFLOPS
Peak performance per system 9,083 TFLOPS
Memory per logical node 96 GiB
Memory per system 264 TiB
Operating system Cray Linux Environment 6.0(ESM),

SUSE 12.2(MAMU,Tier2)
I/O nodes

Processor, clock frequency Intel Xeon E5-2699v4, 2.2 GHz
Cores per processor 22
Cores per logical node 22
Logical nodes per system 2(SDB), 4(PBS-MOM), 2(boot), 2(router), 7(network),

15(LNET), 6(data sync), 2(login gateway)
Memory per logical node 128 GiB
Operating system SUSE 12.2

Login servers Dell PowerEdge Server
Processor, clock frequency Intel Xeon Gold 6148, 2.4 GHz
Cores per processor 20
Cores per logical node 40
Number of servers per system 4
Memory per logical node 768 GiB
Operating system SUSE 12.2

The Cray XC50 consists of computational nodes, I/O nodes, and login servers.
Each of its computational nodes has two sockets for Intel Xeon Platinum 8160 processors with a clock fre-

quency of 2.1 GHz. One socket of the Xeon processor houses a multi-core chip with 24 separate cores, making
2×24 = 48 cores in each logical node. The theoretical performance per logical node is 3.2256 TFLOPS, and the
total memory capacity is 96 GiB per logical node2. The computational nodes are ESM3(2741), MAMU4(75),
Tier25(8), and spare(16) types. The theoretical performance per system is 9,083 TFLOPS for only ESM and
MAMU nodes. Each ESM node runs the CLE(Cray Linux Environment) 6.0 operating system, and each
MAMU and Tier2 node runs SUSE Linux Enterprise Server 12.2 independently. The inter-node communica-
tion rate between each node and the hub processor is 14 GB/s for one-way communication.

The I/O nodes consist of an Intel Xeon E5-2699v4 (2.2 GHz) processor. The types and numbers of these
nodes are SDB6(2), PBS-MOM7(4), boot8(2), router9(2), network10(7), LNET11(15), data sync12(6), and login
gateway13(2).

The login system involves four Dell PowerEdge servers with two Intel Xeon Gold 6148 (2.4 GHz) proces-
sors. The operating system for both I/O nodes and login servers is SUSE Linux Enterprise Server 12.2.

2The International Electrotechnical Commission approved names and symbols for the power of 210 = 1, 024 instead of 1,000 for
prefixes of units. Symbols such as GiB or TiB refer to the former. In contrast, symbols such as GB or TB mean the latter.

3Extreme Scalability Mode nodes. Used for high performance Massively Parallel Processing(MPP) runs.
4Multiple Applications Multiple User nodes. Used for smaller applications.
5Distribution of computational environments to ESM and MAMU.
6Service DataBase node with PBS installation.
7PBS Mom daemon applied for ESM node.
8Used for boot step.
9Used for connection with surveillance network.

10Used for connection with storage network and servers.
11Lustre NETwork node. Used for connection with Lustre high performance storage.
12Used for connection with main system and subsystem.
13Used for connection with login servers.
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Table 1.2.2: Specifications of server computers at Kiyose

Satellite data Satellite imagery Satellite product
reception servers processing servers servers

Computer HPE ProLiant DL360 Gen9 HPE ProLiant DL580 Gen9 HPE ProLiant DL380 Gen9
Processor, clock frequency Intel Xeon E5-2620v3, 2.4 GHz Intel Xeon E7-8880v3, 2.3 GHz Intel Xeon E5-2670v3, 2.3 GHz
Cores per processor 6 18 12
Cores per server 12 72 24
Number of servers 5 8 10
Memory per server 64 GiB 256 GiB 192 GiB
Operating system RHEL 7.3 RHEL 7.3 RHEL 7.3

Operation control Division task Decoding servers
servers processing servers

Computer HITACHI HA8000 RS210AN1 HPE ProLiant DL580 Gen9 HPE ProLiant DL580 Gen9
Processor, clock frequency Intel Xeon E5-2640v3, 2.6 GHz Intel Xeon E7-8880v3, 2.3 GHz Intel Xeon E7-8860v3, 2.2 GHz
Cores per processor 8 18 16
Cores per server 16 72 64
Number of servers 8 12 2
Memory per server 32 GiB 128 GiB 256 GiB
Operating system RHEL 7.3 RHEL 7.3 RHEL 7.3

The main system and subsystem have high-performance storage configured with a Lustre file system, and
have capacities of 1.6x3 PB each. Every time an operational job running on the main system is completed, its
output files are copied to the high-performance storage on the subsystem to ensure that the subsystem is ready
to run with further operational jobs if operation is switched to it.

1.2.3 Server and Terminal Computers at Kiyose
A number of server computers are used for various tasks, such as processing and decoding of observational
data, weather chart analysis and operational suite management.

The satellite data reception servers, satellite imagery processing servers and satellite product servers are
used for automatic processing of various kinds of satellite observation data. The five satellite data reception
server are HPE ProLiant DL360 Gen9 units with two Intel Xeon E5-2620v3 (2.4 GHz) processors. The eight
satellite imagery processing servers are HPE ProLiant DL580 Gen9 units with four Intel Xeon E7-8880v3 (2.3
GHz) processors. The ten satellite product servers are HPE ProLiant DL380 Gen9 units with two Intel Xeon
E5-2670v3 (2.3 GHz) processors.

The eight operation control servers used for control of operational suite job groups are HITACHI HA8000
units with two Intel Xeon E5-2640v3 (2.6 GHz) processors.

The division task processing servers are used for weather chart analysis and small operational jobs that are
transaction-intensive rather than compute-intensive. The 12 servers of this type are HPE ProLiant DL580 Gen9
units with four Intel Xeon E7-8880v3 (2.3 GHz) processors.

The two servers used for decoding observational data jobs are HPE ProLiant DL580 Gen9 units with four
Intel Xeon E7-8860v3 (2.2 GHz) processors.

Other server computers are also used to that manage the operational suite for numerical weather prediction,
satellite data processing and other jobs. Server and terminal computers are additionally used to monitor and
manage the computer system.

1.2.4 Mass Storage System
Shared, data bank and backup storage systems are used to share data between high-performance computers and
server computers.

The shared and databank storage systems are used for jobs running on high-performance computers or
server computers. Configuration involves an IBM Spectrum Scale (ISS) file system with RAID 6 magnetic
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disks14 Shared storage comprises three units with a total capacity of 6PB, and databank storage comprises
three units with a total capacity of 25PB, one of which is used as a front disk for backup storage.

The backup storage system is used for long-term archiving. It automatically makes backup copies from the
front disk of the data bank storage system, and consists of a tape library and four management servers. Its total
capacity is about 80 PB.15

1.2.5 Networks
The Kiyose network connects the high-performance computers, server computers and other network/server
elements in the computer system described above.

The storage network connects the high performance computers, server computers, shared storage system,
databank storage system, and backup storage system.

Users at HQ remotely log in to computers at the Kiyose site through a WAN consisting of three independent
links with transfer speeds of 100 Mbps, 100 Mbps and 1 Gbps (best effort), respectively. The two 100 Mbps
links are used for operational jobs, while the 1 Gbps link is used for development jobs. All network equipment
is redundantly configured to prevent single failures from causing catastrophic interruption.

The Osaka site is also connected to the Kiyose site through a WAN with two 100 Mbps links.

1.2.6 Server and Terminal Computers at Osaka
Equipment is located in Osaka for NWP BCP operations and redundancy processing of satellite data. There
are two HPC ProLiant DL360 Gen9 servers with two Intel Xeon E5-2680v3 (2.5 GHz) processors, which are
used for NWP BCP operations.16 The satellite data reception servers(West) and satellite imagery processing
servers(West) are used for processing of satellite observations data in Osaka. The two satellite data reception
servers(West) are HPE ProLiant DL360 Gen9 units with two Intel Xeon E5-2620v3 (2.4 GHz) processors.
The four satellite imagery processing servers(West) are HPE ProLiant DL360 Gen9 units with two Intel Xeon
E5-2698v3 (2.3 GHz) processors.

Table 1.2.3: Specifications of Osaka server computers

NWP BCP servers Satellite data Satellite imagery
reception severs(West) processing servers(West)

Computer HPE ProLiant DL360 Gen9 HPE ProLiant DL360 Gen9 HPE ProLiant DL360 Gen9
Processor, clock frequency Intel Xeon E5-2680v3, 2.5 GHz Intel Xeon E5-2620v3, 2.4 GHz Intel Xeon E5-2698v3, 2.3 GHz
Cores per processor 12 6 16
Cores per server 24 12 32
Number of servers 2 2 4
Memory per server 256 GiB 64 GiB 128 GiB
Operating system RHEL 7.3 RHEL 7.3 RHEL 7.3

1.3 Operational Aspects

1.3.1 Operational Suite
The JMA operational suite described in later chapters consists of about 80 job groups, including global analysis
and global forecasting, with a total of around 20,600 jobs per day. All jobs are submitted from the Routine Op-
eration and Scheduling Environment (ROSE). There are approximately 4,000 and 17,500 constant and variable
datasets, respectively.

14RAID stands for redundant array of independent disks or redundant array of inexpensive disks. In particular, RAID 6 utilizes block-
level striping with double distributed parity and provides fault tolerance for two drive failures.

15 The total capacity depends on the volume of the tape cartridge. A capacity of 80 PB is estimated with a 10-TB tape cartridge.
16 Current NWP BCP operations involve online acquisition of gridded data from overseas NWP center sources and processing to create

JMA’s product format.
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1.3.2 ROSE:Job Scheduler
ROSE is a job flow control computer program that automatically controls execution of all operational jobs.
Following on from the start of its development in 2008, it has been used by JMA since 2009 in numerical
prediction model development environments and other areas. Based on the current system, the program was
adopted for operational NWP control.

ROSE is installed on operational control servers, and is used to control all operational jobs based on sub-
mission to PBS17.

1.3.3 RENS:Operational Job Management System
There are complicated dependencies between jobs in a job group and between input and output datasets. To
manage a vast number of operational jobs and datasets systematically and assure that jobs run correctly with-
out human error, JMA developed the comprehensive RENS18 resource using database management systems
(DBMSs).

All job information, input/output datasets, and executables are registered in RENS. Dependencies between
these elements can be checked using utility programs.

RENS is comprised of four file types, two DBMSs, and several utility programs to allow registration of
information, checking of consistency and other tasks as detailed below.

• Files

Registration form: Information about job groups, jobs, datasets, executables, and so on. A registration
form is submitted when jobs are added or deleted, datasets or executables are updated, or the
configurations of job groups or jobs are modified.

Job definition file: Information about a job group and jobs within the job group such as the job group
name, the job name, the schedule (time to run), the order of job groups and jobs (preceding job
groups and jobs), and computational resources required (the PBS job class, the number of nodes,
the computational time).

Job control language: Information about executables such as a shell script, a ruby script, an awk script
and a load module, and input and output datasets used in each job. A job control language file is
converted into a shell script using a utility program to be submitted to PBS.

Program build file-format: Information about source files, object modules, libraries, options for com-
pilation, and so on. A program build file-format is converted into a makefile using a utility program
to compile load modules.

• DBMSs

DBMS for registration: Information from the above four files is registered using utility programs.
DBMS for job management: Information from the DMBS for registration is stored and this informa-

tion is used by job schedulers.

When a job control language file is converted into a shell script, the following procedures are made:

• Existence test: A shell script tests the existence of all non-optional input datasets at the beginning in
order to avoid wasting time if the preceding job failed.

• Quasi-atomic output: Every step of a job calling an executable creates output files with temporary names
at first and renames them to final names when the step successfully terminates.

The development of the RENS was started in 2004 on the seventh computer system and installed in the
operational system in 2006 when the eighth computer system was implemented. The number of man-made
errors after the inclusion of this management system was drastically reduced to about one sixth of that before
the adoption.

17Portable Batch System (the computer program used to perform job scheduling)
18 RENS : Routine Environment for Numerical weather prediction System.
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Figure 1.3.1: Daily schedule of the operational suite running on the main system of the high-performance
computer as of March 2022. The height and width of each box indicate the approximate number of nodes and
the time range, respectively.
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Chapter 2

Data Assimilation Systems

2.1 Summary
Three kinds of major data assimilation systems for the analysis for atmospheric fields are operated at JMA:
Global Analysis (GA), Meso-scale Analysis (MA) and Local Analysis (LA). Specifications of the JMA data
assimilation systems are summarized in Table 2.1.1, Table 2.1.2 and Table 2.1.3. All the analyses are performed
by using the procedures shown in Figure 2.1.1.

The following is a brief description of the major components of the analysis systems.

1. Observational data are received from the WMO Information System (WIS) including Global Telecom-
munication System (GTS), Internet and dedicated networks. The data are decoded according to their
code forms. If typhoons exist in the western North Pacific, typhoon bogus profiles are created.

2. Various pre-analysis procedures, such as quality control, data selection and bias correction, are applied
to the decoded observational data. In the pre-analysis process, first guess fields retrieved from forecast
models are used as a reference of the present atmospheric conditions.

3. The hybrid four-dimensional variational method using the Local Ensemble Transform Kalman Filter
is adopted in Global Analysis, while the four-dimensional variational method is adopted in Meso-
scale Analysis. To reduce the computational cost, the analysis increment is calculated using a coarser-
resolution inner model in each method. The resolution of these analysis type is the same as that of the
corresponding forecast models.

4. Local Analysis involves a three-hour cycle based on the hybrid three-dimensional variational method.
Its resolution is coarser than that of the corresponding forecast model.

The atmospheric fields analyzed from the data assimilation systems are used as initial conditions of forecast
models. First guess fields and boundary conditions of data assimilation systems are provided from forecast
models as shown in Figure 2.1.2.

Sea surface temperature fields (see Section 5.2), snow depth fields (see Section 2.8) and soil moisture fields
(see Section 2.9) are also analyzed every day.

The Japanese 55-year Reanalysis project has been conducted for the period from 1958 and continues today
on a near-real-time basis (see Section 2.11).
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Figure 2.1.1: Major functional components and data flow in the JMA data assimilation system.
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Table 2.1.1: Specifications of 4D-Var in Global Analysis (GA)
Analysis time 00, 06, 12 and 18 UTC
Analysis scheme Incremental hybrid 4D-Var using LETKF
Data cut-off time 2 hours and 20 minutes for early run analysis at 00, 06, 12 and 18 UTC

11 hours and 50 minutes for cycle run analysis at 00 and 12 UTC
7 hours and 50 minutes for cycle run analysis at 06 and 18 UTC

First guess 6-hour forecast by the GSM
Domain configuration Globe
(Outer step) TL959, Reduced Gaussian grid, roughly equivalent to 0.1875◦ (20 km)

[1920 (tropic) – 60 (polar) ] × 960
(Inner step) TL319, Reduced Gaussian grid, roughly equivalent to 0.5625◦ (55 km)

[640 (tropic) – 60 (polar) ] × 320
Vertical coordinate σ-p hybrid
Vertical levels 128 forecast model levels up to 0.01 hPa + surface
Analysis variables Wind, surface pressure, specific humidity and temperature
Observation (as of 31
March 2022)

SYNOP, METAR, SHIP, BUOY, TEMP, PILOT, Wind Profiler, AIREP, AM-
DAR, Typhoon Bogus; atmospheric motion vectors (AMVs) from Himawari-
8, GOES-[16, 17] and Meteosat-[8, 11]; MODIS polar AMVs from Terra
satellite; AVHRR polar AMVs from NOAA and Metop satellites; LEO-GEO
AMVs; ocean surface wind from Metop-[B, C]/ASCAT; radiances from NOAA-
[15, 18, 19]/AMSU-A, Metop-[B, C]/AMSU-A, Aqua/AMSU-A, DMSP-F[17,
18]/SSMIS, Suomi-NPP/ATMS, NOAA-20/ATMS, GCOM-W/AMSR2, GPM-
core/GMI, Aqua/AIRS, Metop-[B, C]/IASI, Suomi-NPP/CrIS, NOAA-20/CrIS,
FY-3C/MWHS2, NOAA-19/MHS, Metop-[B, C]/MHS and FY-3C/MWRI; clear
sky radiances from the water vapor channels (WV-CSRs) of Himawari-8, GOES-
[16, 17] and Meteosat-[8, 11]; GNSS RO bending angle data from Metop-[B,
C]/GRAS and TerraSAR-X/IGOR; zenith total delay data from ground-based
GNSS

Assimilation window 6 hours

11



Table 2.1.2: Specifications of the Mesoscale Analysis (MA)
Analysis time 00, 03, 06, 09, 12, 15, 18 and 21 UTC
Analysis scheme Incremental 4D-Var using a nonlinear forward model in the inner step with low

resolution
Data cut-off time 50 minutes for analysis at 00, 03, 06, 09, 12, 15, 18 and 21 UTC
First guess 3-hour forecast produced by ASUCA
Domain configuration Japan and its surrounding area
(Outer step) Lambert projection: 5 km at 60◦N and 30◦N, 817 × 661

Grid point (1, 1) is at the northwest corner of the domain.
Grid point (565, 445) is at 140◦E, 30◦N

(Inner step) Lambert projection: 15 km at 60◦N and 30◦N, 273 × 221
Grid point (1, 1) is at the northwest corner of the domain.
Grid point (189, 149) is at 140◦E, 30◦N

Vertical coordinate z-z⋆ hybrid
Vertical levels (Outer step) 96 levels up to 37.5 km

(Inner step) 48 levels up to 37.5 km
Analysis variables Wind, potential temperature, surface pressure, pseudo-relative humidity, soil

temperature and soil volumetric water content
Observations (as of 31
March 2022)

SYNOP, SHIP, BUOY, TEMP, PILOT, Wind Profiler, Weather Doppler radar
(radial velocity, reflectivity), AIREP, AMDAR, Typhoon Bogus; AMVs
from Himawari-8; ocean surface wind from Metop-[B, C]/ASCAT; radiances
from NOAA-15/AMSU-A, NOAA-[18, 19]/ATOVS, Metop-[B, C]/ATOVS,
Aqua/AMSU-A, DMSP-F[17, 18]/SSMIS, FY-3C/MWHS2, GCOM-
W/AMSR2, GPM-core/GMI and Metop-[B, C]/IASI; clear sky radiances
from the water vapor channels (WV-CSRs) of Himawari-8; Radar/Raingauge-
Analyzed Precipitation; precipitation retrievals from DMSP-F[17, 18]/SSMIS,
GCOM-W/AMSR2 and GPM-core/GMI; GPM-core/DPR; GNSS RO refractiv-
ity data from Metop-[B, C]/GRAS, TerraSAR-X/IGOR and TanDEM-X/IGOR;
Total Precipitable Water Vapor from ground-based and shipborne GNSS

Assimilation window 3 hours
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Table 2.1.3: Specifications of the Local Analysis (LA)
Analysis time 00, 01, 02, 03, 04, 05, 06, 07, 08, 09, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20,

21, 22 and 23 UTC
Analysis scheme The three-hour analysis cycle repeats hourly assimilation with hybrid 3D-Var

and one-hour forecasts
Data cut-off time 30 minutes for analysis at 00, 01, 02, 03, 04, 05, 06, 07, 08, 09, 10, 11, 12, 13,

14, 15, 16, 17, 18, 19, 20, 21, 22 and 23 UTC
First guess Initial fields produced by the latest MSM
Domain configuration Japan and its surrounding area

Lambert projection: 5 km at 60◦N and 30◦N, 633 × 521
Grid point (1, 1) is at the northwest corner of the domain.
Grid point (449, 361) is at 140◦E, 30◦N

Vertical coordinate z-z⋆ hybrid
Vertical levels 48 levels up to 21.8 km
Analysis variables Wind, potential temperature, surface pressure, pseudo-relative humidity, skin

temperature, ground temperature and soil moisture
Observations (as of 31
March 2022)

SYNOP, SHIP, BUOY, AMeDAS, TEMP, PILOT, Wind Profiler, Weather
Doppler radar (radial velocity, reflectivity), AIREP, AMDAR; AMVs from
Himawari-8; radiances from NOAA-15/AMSU-A, NOAA-[18, 19]/ATOVS,
Metop-[B, C]/ATOVS, Aqua/AMSU-A, DMSP-F[17, 18]/SSMIS, FY-
3C/MWHS-2, GCOM-W/AMSR2, GPM-core/GMI and Metop-[B, C]/IASI;
clear sky radiances from the water vapor channels (WV-CSRs) of Himawari-8;
soil moisture from GCOM-W/AMSR2 and Metop-B/ASCAT; Total Precipitable
Water Vapor from ground-based GNSS
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Figure 2.1.2: Main flow of JMA data assimilation systems. The first-guess and boundary conditions for Local
Analysis are obtained from the latest MSM output.
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2.2 Observation Data

2.2.1 Summary of Observation Data Used in Analysis
A variety of observations are utilized in JMA’s current NWP systems. Table 2.2.1 summarizes the types used
and the input parameters for the objective analysis systems, as of 31 March, 2022. Additional information on
each observation type is provided in the following subsection.

2.2.2 Supplemental Information for Used Observation
2.2.2.1 SYNOP

SYNOP is a numerical code used for reporting surface observations at land stations. About 27,000 reports are
produced every six hours.

2.2.2.2 AMeDAS

AMeDAS (the Automated Meteorological Data Acquisition System) is a JMA land surface automated network
to observe near surface temperature and wind at about 930 stations in Japan at 10 minute intervals. JMA is
proceeding with a plan for an upgrade of AMeDAS stations to attach humidity sensors up to 2024. Humidity
observations started at 54 AMeDAS stations in FY 2020 and 103 stations newly added in FY 2021.

2.2.2.3 METAR

METAR is a numerical code used for reporting aerodrome weather information. Around 45,000 reports are
produced every six hours.

2.2.2.4 SHIP

SHIP is a numerical code used for reporting surface observations performed at sea stations such as ships, oil
rigs and moored buoys anchored at fixed locations. Around 8,000 reports are produced every six hours.

2.2.2.5 BUOY

BUOY is a numerical code used for reporting surface observations performed by drifting buoys. Around 14,000
reports are produced every six hours.

2.2.2.6 TEMP

TEMP is a numerical code used for reporting upper-level pressure, temperature, humidity and wind observa-
tions performed by radiosondes. Upper air observations are usually taken at the same time each day (00 and/or
12 UTC). Around 590 reports are produced at these times respectively.

2.2.2.7 PILOT

PILOT is a numerical code used for reporting upper-level wind observations performed by rawins or pilot
balloons. Around 230, 210 and 70 reports are produced at 00, 12 and 06/18 UTC, respectively.

2.2.2.8 Aircraft

Aircraft observations are reported via Aircraft Report (AIREP) and Aircraft Meteorological Data Relay (AM-
DAR). While vertical profile data can be obtained at the vicinity of airports, only flight level data can be
collected along the other airways. The numerous reports received from the U.S. are thinned to 1/50th over the
continental U.S. in analysis pre-processing. Even after this processing, 55,000 - 70,000 reports are produced
every six hours covering areas around the world. Aircraft data availability is improving from the reduced
volume caused by the COVID-19 pandemic that began around March 2020.
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Table 2.2.1: Summary of the observation types and parameters used in objective analysis. Third column: P:
surface pressure; u: zonal wind; v: meridional wind; T : temperature; Rh: relative humidity; TB: radiance in
brightness temperature; R1: precipitation amount; Pwv: precipitable water vapor;Vr: radial velocity, S mc: soil
moisture content, S d: snow depth. Fourth column: GA: global analysis; MA: meso-scale analysis; LA: local
analysis.

Observation type (or code
name used for reporting
observation)

Brief description Parameters used
in analysis

Analysis type which
observations are used

SYNOP Land surface observations from world weather stations P, u, v,T,Rh, S d GA,MA, LA

AMeDAS Land surface automated observation network in Japan u, v,T LA

METAR Routine weather reports from aerodromes P,T,Rh GA

SHIP Sea surface observations from ships, oil rigs and moored buoys P, u, v,T,Rh GA,MA, LA

BUOY Sea surface observations from drifting buoys P, u, v,T,Rh GA,MA, LA

TEMP Upper-air observations from radiosondes P, u, v,T,Rh GA,MA, LA

PILOT Upper-air wind observations from rawins or pilot balloons u, v GA,MA, LA

Aircraft Upper-air observations from aircraft (mainly commercial) u, v,T GA,MA, LA

Wind Profiler Upper-air wind profile observations from Japan, Hong Kong
and Europe

u, v GA,MA, LA

AMV Atmospheric motion vector (AMV) wind data from geosta-
tionary (GEO) satellites, low earth orbit (LEO) satellites and
a combination of LEO and GEO

u, v GA,MA, LA

Scatterometer Ocean surface wind vector data from scatterometers on LEO
satellites

u, v GA,MA

MW Sounder Radiance data from microwave (MW) sounders on LEO satel-
lites

TB GA,MA, LA

MW Imager Radiance data from MW imagers on LEO satellites and precip-
itation amounts estimated from MW imager radiance data

TB,R1(MA only) GA,MA, LA

CSR Clear sky radiance (CSR) data from water vapor channels on
GEO satellite infrared imagers

TB GA,MA, LA

Hyperspectral IR Sounder Radiance data from infrared(IR) sounders on polar orbiting
satellites

TB GA

GNSS-RO Bending angle and refractivity profile data retrieved from radio
occultation (RO) measurements of global navigation satellite
system (GNSS) receivers on LEO satellites

Bending Angle
Refractivity

GA(Bending Angle),
MA(Refractivity)

Ground-based GNSS Zenith total delay (ZTD) data and precipitable water vapor
(PWV) data estimated from ground-based GNSS receivers

ZT D,Pwv GA(ZT D),
MA, LA(Pwv)

Shipborne GNSS ZTD and PWV data estimated from shipborne GNSS receivers Pwv MA

Radar Reflectivity Relative humidity data estimated using 3-dimensional reflec-
tivity data from JMA weather (Doppler) radars and Dual-
frequency Precipitation Radar (DPR) onboard GPM-core satel-
lite.

Rh MA, LA

Radial Velocity Radial velocity data from JMA weather Doppler radars
(WDRs) and Doppler radars for airport weather (DRAWs)

Vr MA, LA

R/A Radar estimated precipitation amounts calibrated using
AMeDAS raingauge network data

R1 MA

Soil Moisture Contents Soil moisture data retrieved from microwave imager radiances
and microwave scatterometer observations

S mc LA

Typhoon Bogus See Section 2.4. P, u, v GA,MA
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2.2.2.9 Wind Profiler

Upper air wind speed and direction are monitored by wind profilers on the ground. A total of 33 wind profilers
operated by JMA produce data every 10 minutes. The specifications are detailed in Ishihara et al. (2006). Wind
profiler data from Europe and Hong Kong are also available.

2.2.2.10 AMVs

Atmospheric motion vector (AMV) wind data are derived by tracing the movement of cloud or water vapor pat-
terns in successive satellite images. AMVs from four geostationary (GEO) satellites (Meteosat-8, -11, GOES-
16, -17 and Himawari-8), low earth orbit (LEO) satellites (Terra, Aqua, NOAA and Metop) and LEOGEO-
AMVs are used. LEOGEO-AMV data are derived using imagery from a combination of polar-orbiting and
geostationary satellites for 60◦N and 60◦S latitude areas. AMVs from GEO satellites cover 60◦N − 60◦S and
those from polar-orbiting satellites cover polar regions (i.e., latitudes higher than 60◦).

2.2.2.11 Scatterometers

Ocean surface wind vectors from scatterometers polar-orbiting satellites are used. Data from ASCAT (the
advanced scatterometer) onboard Europe’s Metop-B, -C polar-orbiting satellites are currently utilized.

2.2.2.12 MW Sounders

Radiance data from the following microwave (MW) sounders are used; AMSU-A (Advance Microwave Sound-
ing Unit A) on NOAA-15, -18, -19, Metop-B and -C, MHS (Microwave Humidity Sounder) units on NOAA-
19, Metop-B, -C, ATMS (Advanced Technology Microwave Sounder) on Suomi-NPP (Suomi National Polar-
orbiting Partnership) and NOAA-20, and MWHS-2 (Microwave Humidity Sounder 2) on FY-3C. AMSU-A is
a temperature sounder primary measuring atmospheric temperature profiles. MHS and MWHS-2 are humidity
sounders primary measuring middle to upper tropospheric humidity profiles. ATMS has temperature and hu-
midity sounding channels. In meso-scale and local analysis, their radiance data are assimilated under clear-sky
conditions (not affected by cloud/rain). In global analysis, MHS, ATMS (humidity channels) and MWHS-2
radiances are assimilated under all-sky conditions and the other MW sounders’ radiances are assimilated under
clear-sky conditions.

2.2.2.13 MW Imagers

Radiances from the following MW imagers are used; AMSR2 (Advanced Microwave Scanning Radiometer 2)
on GCOM-W (Global Change Observation Mission 1st - Water), SSMIS (Special Sensor Microwave Imager
Sounder) on DMSP (Defense Meteorological Satellite Program) -F17, -F18 and GMI (GPM (Global Precipita-
tion Measurement mission) Microwave Imager) on GPM. Their radiances are sensitive to water vapor amounts
in the lower troposphere. They are assimilated under all-sky conditions in global analysis, and assimilated
under clear-sky conditions in meso-scale and local analysis. Precipitation amounts estimated from radiances
using the MSC method (Takeuchi and Kurino 1997) are also used in meso-scale analysis. Radiances from
AMSR2, SSMIS are used for snow-cover product as well (see Subsection 2.8.1).

2.2.2.14 CSR

Clear sky radiance (CSR) is a product providing averaged radiance over cloud-free pixels in GEO satellite
imagers. CSR data from four GEO satellites (Meteosat-8, -11, GOES-16, -17 and Himawari-8) are used.
CSR data of water vapor channels/bands which are sensitive to water vapor amounts in the upper and middle
troposphere are used.
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2.2.2.15 Hyperspectral IR Sounders

Radiances under clear-sky conditions from hyperspectral IR sounders are used. The data adopted are from IASI
on Metop and CrIS on Suomi-NPP and NOAA-20. Channels located within a CO2 absorption band sensitive
to temperature are used.

2.2.2.16 GNSS-RO

GNSS-RO (Global Navigation Satellite Systems - Radio Occultation) is a technique for measuring atmospheric
profiles. With this approach, a set of atmospheric time delay data of GNSS radio signals received by a LEO
satellite is obtained during each radio occultation event. Since the delay is a result of atmospheric radio re-
fraction along the propagation path of the signal, the vertical profiles of refractivity (or the bending angle)
of the atmosphere at a tangent point can be estimated from the delay data set. As refractivity is a function
of temperature, humidity and pressure, it can be used to determine the profiles of these properties. The cur-
rently used LEO satellites and their GNSS receivers are IGOR (Integrated GPS Occultation Receiver) onboard
TerraSAR-X and TanDEM-X, GRAS (GNSS Receiver for Atmospheric Sounding) onboard Metop-B.

2.2.2.17 Ground-based GNSS

Ground-based GNSS data are provided from atmospheric time delays of GNSS radio signals collected by
ground-based GNSS receivers. JMA uses ground-based GNSS data collected from the global network along
with GEONET GNSS receiver data (Ishikawa 2010). GEONET is a ground-based GNSS receiver network
operated by the Geospatial Information Authority in Japan using around 1,300 receivers located throughout
the country. GNSS-ZTD (GNSS - zenith total delay) data are estimated by averaging the delays of multiple
GNSS satellite signals monitored using a single receiver, and are used in global analysis. GNSS-PWV (GNSS
- Precipitable Water Vapor) data based on analysis of GEONET GNSS-ZTD data are used in meso-scale and
local analysis.

2.2.2.18 Shipborne GNSS

Shipborne GNSS data are provided every 10 minutes from two JMA observation vessels and four Japan Coast
Guard vessels (as of March 2021). Shipborne GNSS-derived precipitable water vapor (PWV) data (Shoji et al.
2017) are used in meso-scale analysis. One JMA vessel mission is to conduct targeted observations to improve
forecast accuracy for heavy rainfall in NWP during Japan’s rainy season.

2.2.2.19 Radar Reflectivity

A total of 20 C-band weather radars with Doppler functionality are operated by JMA, which is proceeding with
plans to upgrade these units to C-band dual-polarization solid-state weather radar. Eight of the twenty radars
had been upgraded by March 2022. Three-dimensional reflectivity data are obtained every five minutes, and
relative humidity profiles are estimated from reflectivity data and NWP grid point values using a technique
based on Bayes’ theorem (Caumont et al. 2010). Relative humidity data are produced for areas within a 200
km radius of each radar site below freezing level and used in meso-scale and local analysis. Relative humidity
profiles estimated from reflectivity data collected using the Dual-frequency Precipitation Radar (DPR) on the
GPM-core satellite are used in meso-scale analysis.

2.2.2.20 Radial Velocity of Doppler Radar

A total of twenty C-band weather Doppler Radars (WDRs) and nine Doppler Radars for Airport Weather
(DRAWs) are operated by JMA. As referred in Subsection 2.2.2.19, eight of the twenty WDRs were upgraded
until March 2022. Three-dimensional radial velocity data are produced every five minutes within a 150 km ra-
dius for WDRs and every six minutes within a 120 km radius for DRAWs. The range and azimuthal resolutions
are 250 m and 0.703◦ deg, respectively.
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2.2.2.21 Analysis of Precipitation(R/A)

R/A is a product providing composite precipitation data produced by JMA. These data are cumulative precipi-
tation estimations based on weather radar data with a Z-R relationship (Z = 200R1.6) calibrated using AMeDAS
raingauge data in real time. The details are found in Subsection 4.4.1.

2.2.2.22 Soil Moisture Content

Soil moisture content data estimated from microwave imager (AMSR2/GCOM-W) radiances and microwave
scatterometer (ASCAT/Metop-B) observations are used for areas over land in local analysis.

2.3 Quality Control and Related Procedures
Quality control (QC) is a series of procedures by which “bad” observations are screened out. It is a vital
component of the objective analysis system because observations sometimes include large errors and erroneous
data can significantly impair the quality of atmospheric analysis, leading to low levels of forecast skill. QC
procedures in JMA’s objective analysis systems are described in the following subsections.

2.3.1 SYNOP, AMeDAS, METAR, SHIP, BUOY, TEMP, PILOT, Aircraft and Wind
Profilers

Direct observations (i.e. SYNOP, AMeDAS, METAR, SHIP, BUOY, TEMP, PILOT and aircraft) and wind
profilers measure prognostic variables in NWP such as pressure, temperature, wind and humidity. The QC
system for these observations consists of internal and external QCs.

2.3.1.1 Internal QC

Internal QC involves procedures to check and correct observation values using collocated data in reports and
several external lists or tables. The checks are outlined below.

1. Blacklist check: The blacklist is a list of problematic stations or data, and is prepared in advance via
non-real-time QC (see Section 2.9). Blacklisted observations are rejected in this step.

2. Climatological check: Climatological reasonability is checked in this step. The criteria are defined in
advance based on WMO (1993).

3. Trajectory check: Consistency at consecutive locations is checked for reports from moving stations such
as SHIP, BUOY and aircraft. The movement velocity and direction are checked in this step and checking
is also performed to ensure that SHIP and BUOY locations are in the ocean.

4. Inter-element consistency check: The temporal continuity of consecutive reports from surface stations is
checked along with consistency among observation elements within the report.

5. Vertical consistency check: Vertical consistency is checked in TEMP and PILOT data. The check items
are (1) instrument icing, (2) temperature lapse rate, (3) hydrostatic relationship, (4) consistency among
data at standard pressure levels and those at significant levels and (5) vertical wind shear.

6. Bias correction: Bias correction is applied to TEMP data reported without radiative heating correction or
with apparent systematic biases. Correction constants are determined from one-month statistics for the
previous month. Kalman Filter is utilized to correct aircraft temperature biases in global analysis. Bias
correction values are updated at each analysis time (00, 06, 12, 18 UTC) and calculated independent of
analysis using a covariance of the first-guess departure separately for each aircraft, each vertical level
and each flight phase (ascent, cruising and descent). In mesoscale analysis, aircraft temperature biases
are corrected for each aircraft and vertical level using bias correction values statistically calculated using
the first-guess departure from global analysis for the previous month.
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2.3.1.2 External QC

External QC involves procedures to check observation values with comparison to (external) first guess and
neighboring observations. The checks are outlined below.

1. Gross error check: The departure (D ≡ O − B) of the observed value (O) from the first guess (B)
is calculated for all observations. The absolute value of D is compared with the tolerance limits CP

(the pass criterion) and CR (the failure criterion). Data satisfying |D| ≤ CP pass the QC, and those
characterized by |D| > CR are rejected. Data characterized by CP < |D| ≤ CR are regarded as suspect and
sent for spatial consistency checking.

2. Spatial consistency check: The departure D in suspect observation data is compared with departures
interpolated using the optimum interpolation method (DOI) with neighboring observations. The absolute
difference of D and DOI is compared with the tolerance limit CS (the criterion for suspect) for final
judgment and the data satisfying |D − DOI | ≤ CS are accepted.

Here, the tolerance limits CP, CR, and CS vary with local atmospheric conditions in first guess fields.
The limits are made small if the time tendency and horizontal gradient are small in the fields, and vice
versa. This scheme is called Dynamic QC (Onogi 1998).

3. Duplication check: Duplication is often found in observation reports with data obtained through dif-
ferent communication lines. The most appropriate report is picked out from among duplicates after
performance of the above checks in consideration of status.

2.3.2 AMVs
Blacklisted AMVs (Table 2.3.1) are rejected in the first step, as are those with low quality indicators (QI,
Holmlund 1998). QI thresholds are defined for each satellite, domain, vertical level and image type. Thinning
is then performed based on a distance of 200 km. Around Japan region from 120◦E to 150◦E and from 20◦N
to 45◦N, super-observation (SPOB) data are derived from Himawari-8 AMVs to arrange at 100km intervals.
(Yamashita 2016). GOES-17 AMV data observed from 11 to 16 UTC are rejected throughout the year due
to low quality influenced by issues with the unit’s cooling system. Climatological checking (see Subsection
2.3.1.1) and external QC (see Subsection 2.3.1.2) are then performed. The details of QC and detailed settings
for AMVs are given on the NWP SAF AMV monitoring page1.

2.3.3 Scatterometers
Level 2 ocean surface wind products are used in global analysis and meso-scale analysis. Low quality data
located over land or sea ice areas are rejected at the first step. The most likely wind directions are then selected
from the inherent ambiguity wind directions in scatterometer measurements using both the NWP nudging
technique and the median filter technique. The next step is gross error checking (see Subsection 2.3.1.2). In
this step, correct wind data are occasionally rejected in and around severe weather systems such as cyclones
and fronts where the wind direction and speed vary sharply. To avoid such undesirable rejection, specialized
quality control named Group-QC is applied. In this step, spatial consistency among wind vectors is checked in
terms of smooth transition in wind direction and speed. Data that pass Group-QC are excluded from rejection
in gross error checking. The details of scatterometer QC are given on the NWP SAF scatterometer monitoring
page2.

2.3.4 Satellite Radiance
Satellite radiance data are used in global, meso-scale and local analysis as a form of brightness temperature.
The RTTOV-10.2 fast radiative transfer model (Saunders et al. 2012) is employed for radiance assimilation.

1https://nwp-saf.eumetsat.int/site/amv-usage-in-the-jma-nwp-model/
2https://nwp-saf.eumetsat.int/site/monitoring/winds-quality-evaluation/scatterometer-mon/use-in-nwp/

jmamodel/
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Table 2.3.1: Summary of blacklist areas for AMVs. IR: infrared; WV: water vapor; CSWV: clear sky water
vapor; NH: Northern Hemisphere; SH: Southern Hemisphere; Polar AMV: AMVs from polar-orbiting satel-
lites; GEO AMV: AMVs from geostationary satellites except for Himawari-8; LEOGEO AMV: AMVs from a
combination of low earth orbiting and geostationary satellites.

Kind Blacklisting area
Polar AMV (IR) at NH above 300 hPa or below 900 hPa
Polar AMV (WV/CSWV) at NH above 300 hPa or below 550 hPa
Polar AMV (IR/WV) at SH above 300 hPa or below 550 hPa
Polar AMV (CSWV) at SH above 350 hPa or below 550 hPa
Polar AMV (All) poleward of 88◦N or 88◦S
GEO AMV (All) above 175 hPa or below 975 hPa, and between 400 hPa and 825 hPa
GEO AMV (IR) above 275 hPa at poleward of 20◦N or 20◦S
GEO AMV (WV) above 225 hPa at poleward of 20◦N or 20◦S
LEOGEO AMV above 300 hPa or below 900 hPa
LEOGEO AMV between 600 hPa and 640 hPa
LEOGEO AMV at poleward of 70◦N or 70◦S
LEOGEO AMV between 640 hPa and 900 hPa at poleward of 60◦S
Himawari-8 (IR/VIS) below 700 hPa over land
Meteosat-8 (IR/VIS) below 700 hPa over land

Table 2.3.2: Summary of microwave sounder channel sets used for each condition. In meso-scale and local
analysis, AMSU-A Ch. are used up to 11 and 8, respectively.

AMSU-A MHS ATMS
Clear sky ocean Ch. 4–14 Ch. 3–5 Ch. 6–9

Clear sky land/coast/sea-ice Ch. 6–14 Ch. 3–5 Ch. 7–9
Cloudy ocean Ch. 7–14 Ch. 3–5 Ch. 8–9
Rainy ocean Ch. 9–14 n/a n/a

The common QC procedures for radiance data are blacklist checking, thinning and external QC. The black-
list specifies problematic instruments, and is made in advance based on non-real-time QC (see Section 2.9).
Blacklisted data are rejected in the first step. In the next step, data are thinned spatially in each time slot of
the assimilation window (approximately one hour) to reduce computational costs. The subsequent external
QC includes reduction of instrumental scan biases (except for CSR), cloud/rain contamination checking, lo-
cation checking, channel selection and gross error checking (see Subsection 2.3.1.2). Data passing this QC
are thinned again to reduce the observation error correlation, and the thinned data are output for use in data
assimilation systems. Variational bias correction (VarBC, Derber and Wu 1998; Dee 2004) is used to reduce
air-mass dependent biases. VarBC is an adaptive bias correction scheme in which a linear regression formula
representing biases is embedded in the observation operator and regression coefficients are set as analysis vari-
ables. The formulations are described in Subsection 2.5.7.4. The satellite radiance data used in the analyses
are from MW sounders, MW imagers, CSR and hyperspectral IR sounders (GA only). The specific procedures
for each data type are described in the following subsections.

2.3.4.1 MW sounders

For radiances assimilated under clear-sky conditions (not affected by cloud/rain), the sets of channels used are
defined in advance according to individual surface and atmospheric conditions at the observation point (Table
2.3.2). In global analysis, microwave humidity sounders’ radiances (183 GHz) are assimilated under all-sky
conditions by assigning observation errors depending on cloud amount (see Subsection 2.5.7.2).

20



2.3.4.2 MW imagers

Vertically polarized-channel radiances are assimilated over ice-free ocean areas. Radiances are assimilated
under all-sky conditions in global analysis (see Subsection 2.5.7.2), and assimilated under clear-sky conditions
in meso-scale and local analysis. In meso-scale analysis, precipitation retrieval is also assimilated for areas
over the ocean surrounding Japan. Precipitation amount estimations are resampled onto inner model grids with
spatial smoothing.

2.3.4.3 CSR

CSR data are horizontally thinned to divisions of 220 km for global analysis and 45 km for meso-scale analysis
and local analysis. Hourly (or temporally thinned to the hourly slots) CSR data are used in these analysis
types. Values with a low percentage of clear pixels and a large standard deviation of brightness temperature
are excluded due to their low representation of the area. CSR data from high-altitude areas (above 4,000 m)
are not used. In calculation with RTTOV-10.2, emissivity atlas data and retrieved surface temperatures from
window channel radiance are used for areas over land.

2.3.4.4 Hyperspectral IR sounders

Clear sky radiance data from hyperspectral IR sounders are used in global analysis. Data are horizontally
thinned to divisions of 200 km, and cloud screening with estimation of cloud top height are applied in quality
control. The related methods are based on the CO2 slicing approach (Eyre and Menzel 1989).

2.3.5 GNSS-RO

Bending angle data for altitudes up to 60 km are used in global analysis with 500-m vertical intervals. Refrac-
tivity data are used in meso-scale analysis. No bias correction is applied for GNSS-RO data.

2.3.6 Ground-based GNSS

ZTD data are used in global analysis. Stations at an elevation higher than 5,000 m are not used, and those
from which the absolute difference of elevation to the model surface exceeds 300 m are excluded. GNSS-ZTD
values smaller than 1,000 mm or larger than 3,000 mm are rejected in climatological checking. Data with
absolute differences of more than 50 mm from first guess are regarded as suspect. If the absolute difference
of departure D of suspect data from averaged D of vicinity data exceeds 50 mm, the ZTD data are not used.
PWV data are used in meso-scale and local analysis. As Japan is characterized by steep mountainous terrain,
large differences are found between actual ground surface elevations and model surface elevations especially
in mountainous areas. In meso-scale analysis, stations at an elevation of 700 m or more above mean sea level
are not used, and those from which the absolute difference of elevation to the model surface exceeds 200 m
are excluded. GNSS-PWV values smaller than 1 mm or larger than 90 mm are rejected in climatological
checking. The first guess PWV is then interpolated or extrapolated to the actual terrain surface and compared
to the GNSS-PWV. The criterion CP, CR and CS referred in Subsection 2.3.1.2 are set to 5 mm, 8 mm and 5
mm respectively for GNSS-PWV. As there is a dense GNSS-PWV network for the analysis systems, data are
thinned by 30 km for meso-scale analysis and 20 km for local analysis.

2.3.7 Shipborne-GNSS

As referred to in Subsection 2.2.2.17 and Subsection 2.3.6, ground-based GNSS-PWV data have been used in
mesoscale analysis since 2009. Quality control and data thinning processing for shipborne GNSS-PWV data
are the same as for ground-based GNSS-PWV data.
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2.3.8 Radar Reflectivity
To assimilate radar reflectivity data in meso-scale analysis and local analysis, an indirect assimilation technique
called 1D+4DVAR (Ikuta and Honda 2011) is employed. This approach is based on Caumont et al. (2010). In
1D+4DVAR, radar reflectivity data are used to retrieve relative humidity (RH) values, which are assimilated as
conventional observation data in 4D-Var. In this system, only retrieved RH values from below the melting layer
are used because it is known that reflectivity inappropriately simulated in the ice phase with the operational
MSM hydrometeor forecast, causing large biases in RH retrievals. In addition, data from around a height of
2000 m above sea level are also not used since these data are used for making R/A and are already assimilated
in meso-scale analysis in another form (surface rainfall, see Subsection 2.3.10). For operation, reflectivity data
from the JMA C-band radar network are used. Reflectivity data from space-based Dual frequency Precipitation
Radar are used to retrieve RH values and assimilated in meso-scale analysis.

2.3.9 Radial Velocity of Doppler Radar
Hourly radial velocity data from WDRs and DRAWs are used in meso-scale analysis and local analysis. In
pre-processing, the data are resampled into a 5 km range resolution and a 5.625◦ azimuthal resolution. The
resampled data are checked with respect to the number of data sampled, radial velocity variance and the differ-
ence between maximum and minimum velocity. High elevation angle data (≥ 5.9◦) are not used to avoid the
contamination of precipitation velocity values, and those from areas close to radar site (< 10 km) are not used
to avoid the influence of back scatter noise. Data showing wind speeds of less than 5 m/s are also not used to
avoid ground clutter contamination.

2.3.10 R/A
Hourly R/A data are assimilated in meso-scale analysis. After quality control, R/A data (1 km grid) are resam-
pled into inner-model grid boxes (15 km) and input for this type of analysis.

2.3.11 Soil Moisture Content
Variable transformation using the cumulative distribution function (CDF) matching method is applied for soil
moisture content (SMC). The CDF matching method involves fitting the probability density function (PDF)
of observation to the PDF of model variables. This pre-conditioning via CDF matching helps to minimize
cost function because the innovation of SMC becomes Gaussian after the CDF matching. A variational bias
correction method is used for SMC in local analysis.

2.3.12 CDA: Feedback Data Base
All information concerning the quality of observational data obtained during the quality control procedure is
archived in the Comprehensive Database for Assimilation (CDA) format, which is extensively used for both
real-time and non real-time data monitoring activities. All information contained in the CDA is managed in
the form of integer two byte data. The database format is designed for flexible use so that information on
observations can be archived easily, and is also user-friendly to facilitate data retrieval.

2.4 Typhoon Bogussing
For tropical cyclones (TCs) over the western North Pacific, typhoon bogus data are generated as a form of
pseudo-observation information and assimilated for realistic TC structure analysis based on model resolutions.
The data consist of pressures values at the mean sea level (Pmsl) and vertical profiles of the wind (Wpr f ) around
TCs. Wind profiles are placed at 850 and 300 hPa in global analysis, 1000, 925, 850, 800, 700, 600, 500, 400
and 300 hPa in meso-scale analysis. The generated bogus has an axially asymmetric structure in types of the
analysis.

22



Firstly, symmetric bogus profiles are generated automatically from central pressure values and the 15m/s
wind speed radius of a TC (R15) as analyzed by forecasters. The surface pressure profile is defined using Fujita’s
formula (Fujita 1952). Gradient wind balance is assumed for calculation of surface pressure profile meeting
the requirements at hand from the wind speed at the particular radius of R15. Upper geopotential profiles are
defined using an empirical formula based on the TC analysis described by Frank (1977). It is assumed that the
temperature anomaly has its maximum at 250 hPa. The wind field on each level is derived from geopotential
height profiles with gradient wind balance. The surface wind field is also derived from gradient wind balance,
but is modified to include the effects of surface friction.

Secondly, asymmetric components are retrieved from the first guess fields and added to the symmetric
bogus profile to generate the final asymmetric bogus structure. When the target area of bogussing is across the
lateral boundary in the meso-scale analysis, asymmetric components are not added.

Finally, pseudo-observation data are generated from the resulting bogus structure at the TC center analyzed
(Pmsl), the TC center of the first guess (Pmsl), and several points surrounding the TC center analyzed (Pmsl and
Wpr f ). The configuration for the surrounding point distribution is adaptable to the typhoon track error of the
first guess.

2.5 Global Analysis

2.5.1 Introduction
A hybrid four-dimensional variational (4D-Var) data assimilation method using a Local Ensemble Transform
Kalman Filter (LETKF, Hunt et al. 2007) is employed in analysis of the atmospheric state for the Global Spec-
tral Model (GSM), and is performed at 00, 06, 12, 18 UTC. An early analysis with a short cut-off time is
performed to prepare initial conditions for operational forecasting, and a cycle analysis with a long cut-off time
is performed to maintain the quality of the global data assimilation system. An incremental method (Courtier
et al. 1994) is adopted to improve computational efficiency using outer-loop iterations, with increments eval-
uated at a lower (inner) resolution (TL319L128: grid roughly equivalent to 0.5625◦ (55 km) and up to 0.01
hPa). The increment is then interpolated and used to update the model trajectory at the original resolution
(TL959L128: grid roughly equivalent to 0.1875◦ (20 km)), and the updated trajectory is used to refine the cost
function for subsequent inner-loop iterations. Specification of the JMA Global Analysis system is summarized
in Section 2.1.

The three-dimensional variational (3D-Var) data assimilation system was operated as the first operational
variational analysis system for GSM with the inner resolution of T106L40 (grid roughly equivalent to 110
km and up to 0.4 hPa) in September 2001 (Takeuchi and Tsuyuki 2002). In February 2005, the 4D-Var data
assimilation system was operated with the inner resolution of T63L40 (grid roughly equivalent to 180 km)
(Kadowaki 2005). The inner resolution was upgraded to T106L40 in March 2006 (Narui 2006), T159L60 (grid
roughly equivalent to 75 km and up to 0.1 hPa) in November 2007, TL319L60 in October 2011 (Kadowaki and
Yoshimoto 2012), TL319L100 in March 2014. The hybrid 4D-Var data assimilation system using the LETKF
with two outer-loop iterations was operated in December 2019 (Kadowaki et al. 2020). In March 2021, the
number of ensemble members in LETKF was increased from 50 to 100, weighting for ensemble background
error covariances was increased from 0.15 to 0.5 (Yokota et al. 2021) and the inner resolution was upgraded to
TL319L128.

2.5.2 Incremental 4D-Var Formulation and Procedural Description
In 4D-Var, 3–9-hour forecasts from the GSM are used as a first guess (background), and all observations
passed Quality Control (QC) from within three hours of analysis time (6-hour) are organized in hourly time
slots as defined in Figure 2.5.1. The cost function is used to measure the distance between the model trajectory
and observations over a six-hour assimilation window. In an incremental method, the analysis increment is
evaluated at a low-resolution, and determined by minimization of the cost function in the inner-loop iterations.
The low-resolution analysis increment is interpolated to the high-resolution analysis increment. Adding this
analysis increment to the guess field produces high-resolution analysis.
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In the outer-loop iterations, procedures mentioned above are iterated as in Figure 2.5.2 :

1. The GSM forecast from “latest” high-resolution analysis is performed to update the guess field (or model
trajectory).

2. QC processes of observations are reperformed.

3. The cost function is updated.

4. The low-resolution analysis increment is updated by minimization of the cost function in the inner-loop
iterations and used to update the high-resolution analysis.

Analysis time Representative time

09 10 11 12 13 14 15UTC 

Assimilation window

Slot 1.0h 1.5h 0.5h 

Figure 2.5.1: Schematic diagram of time slots for the analysis time 12 UTC. The black circles indicate the
representative time of each time slot.
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Figure 2.5.2: Flow of 4D-Var operation for the 12 UTC analysis time

In the j(≧1)-th outer-loop, the cost function J( j) to determine the j-th low-resolution analysis increment
update ∆x( j)

i is defined by Eq. (2.5.1).
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0
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+

1
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n∑
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(
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( j)∆x( j)
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)T
RRR( j)

i
−1(
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( j)∆x( j)

i − d( j)
i

)
+ J( j)

C

∆x( j)
i+1 =MMM( j)

i ∆x( j)
i (i = 0, . . . , n − 1)

(2.5.1)

where the subscript i(≧1) is the index of time slot and n is the number of time slots. ∆x( j)
0 (∆x( j)

1 ) is the low-
resolution analysis increment at the initial time before (after) initialization, ∆x( j)

i≧2 is the analysis increment
evolved according to the tangent linear (TL) model to time of slot i. MMM( j)

0 is the TL operator of the nonlin-
ear normal-mode initialization operator (Machenhauer 1977) and MMM( j)

i≧1 is the TL model of the low-resolution
nonlinear (NL) forecast model M( j)

i as detailed in Subsection 2.5.3 for integration from time of slot i to that
of slot i + 1. RRR( j)

i denotes the covariance matrix of observation errors at time of slot i, and BBB is the covariance
matrix of background errors as detailed in Subsection 2.5.5 and Subsection 2.5.7. HHH( j)

i is the TL operator of
the observation operator H( j)

i . The innovation vector is given for each assimilation slot by d( j)
i = y( j)

i − Hix
( j)
i ,

where x( j)
i is the j-th guess field evolved using the high-resolution NL model, and y( j)

i is the observation data
passed QC at time of slot i. J( j)

C is a penalty term used to suppress gravity waves described in Subsection 2.5.4.
To minimize the cost function J( j), the limited memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) al-

gorithm (Liu and Nocedal 1989) with Veersé’s preconditioner (Veersé et al. 2000) is applied. Here, the gradient
of the cost function ∇J is required. This is determined via the adjoint procedures of Eq. (2.5.2)–Eq. (2.5.5) as
computed in reverse time.

pn+1 = 0 (2.5.2)

pi =MMM( j)
i

T
pi+1 +HHH( j)

i
T
RRR( j)

i
−1(

HHH( j)
i ∆x( j)

i − d( j)
i

)
(i = n, . . . , 1) (2.5.3)

p0 =MMM( j)
0

T
p1 +BBB−1

( j∑
l=1

∆x(l)
0

)
(2.5.4)

∇J( j)
(
∆x( j)

0

)
= p0 (2.5.5)

where pi is a auxiliary variable, MMM( j)
i

T
represents the adjoint (AD) model of the TL model MMM( j)

i , and HHH( j)
i

T
is the

AD operator of HHH( j)
i . Note that Eq. (2.5.2)–Eq. (2.5.5) should contain additional terms for the penalty term in

Eq. (2.5.1), which are omitted here for simplicity.

2.5.3 Inner Model
The inner NL model is based on the GSM, but many processes are based on those of the older GSM for many
reasons. In particular, moisture processes (the convection and cloud schemes) are based on those of GSM0103
(JMA 2002), mainly for the stability of inner TL model integration. Nonlinear normal-mode initialization
(Machenhauer 1977) is also added.

The inner TL model includes the following simple processes, most of which are based on the inner NL
model:

1. Initialization: To control gravity waves, the TL version of the nonlinear normal-mode initialization is
adopted.

2. Horizontal Diffusion: Horizontal diffusion is enhanced over that of the inner NL model based on Buizza
(1998).

3. Surface Turbulent Fluxes: Surface turbulent fluxes are formulated as Monin-Obukhov bulk formulae
based on the inner NL model. Sensible and latent heat flux are perturbed only over the sea.
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4. Vertical Turbulent Transports: The vertical turbulent transports of momentum, heat, and moisture are
formulated as the hybrid downgradient-type scheme based on the inner NL model (Subsection 3.2.7).
Those diffusion coefficients are not perturbed.

5. Orographic Gravity Wave Drag: The parameterization for orographic gravity wave drag consists of
two components: one for long waves (wavelength > 100 km) and the other for short waves (wavelength ≈
10 km) based on the inner NL model which is almost same as in GSM1705 (JMA 2018). The Richardson
number is not perturbed in some parts for long waves for the stability of inner TL model integration.

6. Long-wave Radiation: Long-wave radiation in the TL model is based on Mahfouf (1999). The tendency
of the perturbed temperature T ′ is given by

∂T ′

∂t
= −α g

Cp

∂

∂p

(
4F

T ′

T

)
(2.5.6)

where α = 1/{1 + (pr/p)10}, pr = 300 hPa, F represents the net radiation fluxes calculated in the inner
NL model, and g and Cp denote the gravitational constant and isobaric specific heat, respectively.

7. Clouds and Large-scale Precipitation: Clouds and large-scale precipitation are based on the inner
NL model, in which the former are prognostically determined in a way similar to that proposed by
Smith (1990). A simple statistical approach proposed by Sommeria and Deardorff (1977) is employed to
compute cloud amounts and cloud water content. The parameterization of the conversion rate from cloud
ice to precipitation follows the scheme proposed by Sundqvist (1978). These considerations are much
simplified in the TL model. The cloud fraction, the amount of falling cloud ice and the dependence on
water vapor of isobaric specific heat are not perturbed. Only certain variables are perturbed in computing
the conversion from cloud water to precipitation and the evaporation of precipitation.

8. Cumulus Convection: Cumulus convection is formulated as the prognostic Arakawa-Schubert scheme
(Arakawa and Schubert 1974; Moorthi and Suarez 1992; Randall and Pan 1993) based on the inner NL
model, but is highly simplified. Vertical wind shear and the planetary mixing length are not perturbed.
The magnitude of mass-flux perturbation is set bounds for the stability of inner TL model integration,
and as a result this model is not exactly linear.

2.5.4 Penalty Term
The penalty term, which is the third term of Eq. (2.5.1), is given by

J( j)
C =

1
2
α

∣∣∣NG

j∑
l=1

∆x(l)
0

∣∣∣2 + n∑
i=2

∣∣∣NG

j∑
l=1

∆x(l)
i

∣∣∣2 (2.5.7)

where NG denotes an operator used to calculate the tendency of the gravity wave mode based on Machenhauer
(1977). α is an empirically determined constant 3.0 × 10−2[s4/m2]. Although this penalty term is primarily
introduced to suppress gravity waves in the analysis increment, it is also effective in stabilizing calculation.

2.5.5 Background Term
The background term, which is the first term on the right side of Eq. (2.5.1), dominates how the difference
between observation data and the first guess is converted into correction for the first guess in the 4D-Var analysis
procedure. In the 4D-Var, the evolution of the initial background error covariances over the length of the
assimilation window is taken into account, although the initial background error covariances are climatological
and do not represent the day-to-day weather situation. One way to take into account the error of the day is to
use ensemble forecast as part of background error covariances. In JMA, the hybrid method composed of the
LETKF and the 4D-Var is employed as the operational system. Figure 2.5.3 shows a schematic diagram of the
hybrid 4D-Var using the LETKF.
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Figure 2.5.3: A schematic diagram of the hybrid 4D-Var using the LETKF.

Using the extended control variable method of Lorenc (2003), the background term in the hybrid 4D-Var
is defined by Eq. (2.5.8).

1
2
∆xTBBB−1∆x =

1
2
∆xT

clBBB
−1
cl ∆xcl +

1
2
∆xT

enBBB
−1
en∆xen

∆x = βcl∆xcl + βen∆xen

(2.5.8)

where the subscript i and j in Eq. (2.5.1) are omitted here for simplicity. ∆x is the low-resolution analysis
increment. The subscript “cl” and “en” mean “climatological” and “ensemble”. βcl and βen are the weight of
“climatological” and “ensemble” background error covariances for making hybrid covariances. In JMA, both
βcl

2 and βen
2 are 0.5 under 50 hPa, and they are approaching to 1 and 0 above that.

Two kinds of covariance inflations are applied for the ensemble background error covariances. One is an
adaptive multiplicative covariance inflation used in the LETKF described in Subsection 2.5.6. The other is
an additional covariance inflation to make vertical profiles of horizontal global mean of standard deviation
from the ensemble covariances, consistent with those from the climatological background error covariances.
A covariance localization is also applied for the ensemble background error covariances. The localization
function is given as the Gaussian function of the distance between the analysis grid points. The localization
scale l for which the localization function is 1/

√
e is set to 800 km for wind vectors, temperature and surface

pressure and set to 400 km for specific humidity in the horizontal domain. The scale l is set to a 0.8 scale
height in the vertical domain for all variables. A detailed description of the climatological background error
covariances is provided in Subsection 2.5.5.1 - Subsection 2.5.5.5. A detailed description of the LETKF is
provided in Subsection 2.5.6.

2.5.5.1 Climatological Background Error Covariance

For the climatological background error covariances, the multivariate couplings in the analysis variables are
based on the geostrophic linear balance between mass and wind. Control variables are introduced to reduce the
correlations among the analysis variables, and additional statistical relations are considered in the algorithm.
These include the lower geostrophic balance on smaller horizontal and vertical scales, the almost complete
lack of geostrophic balance near the equator, the dependency of geostrophy on the vertical level, and the weak
coupling between divergence and vorticity as well as between divergence and mass.

The control variables are relative vorticity ∆ζ, unbalanced divergence ∆ηU , unbalanced temperature and
surface pressure (∆TU , ∆PsU), and the logarithm of specific humidity ∆ ln q in the spectral space on the model
layers. ∆ denotes deviation from the first guess and subscript U means the term of “unbalanced”. Autoco-
variances of the control variables are assumed to be homogeneous and isotropic. Correlation structures do not
depend on geographical locations, but vertical correlations do depend on horizontal scale. The unbalanced
variables ∆ηU and (∆TU , ∆PsU) are defined as
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∆ηU ≡ ∆η − P∆ϕB (∆ϕB = ∆ϕB(∆ζ)) (2.5.9)(
∆TU

∆psU

)
≡

(
∆T
∆ps

)
− Q∆ϕB − R∆ηU (2.5.10)

where P, Q, and R are regression coefficients, ∆ϕB is a modified balance mass variable derived from relative
vorticity as described in Subsection 2.5.5.2. This formulation is similar to that previously used in ECMWF
(Derber and Bouttier 1999). The regression coefficients are computed statistically using the NMC method
(Parrish and Derber 1992) with 24/48-hour forecast differences to enable estimation of the total covariances
for each total spectral coefficient.

2.5.5.2 Modified Balance Mass Variable

The geostrophic balance is well kept at mid-levels in the troposphere in the extratropics. In other areas, the
balance is weak. To incorporate consideration of these relationships, a modified balance mass variable is
introduced. The statistical relationships linking relative vorticity, divergence, temperature, and surface pressure
are calculated. First, singular value decomposition of the linear balance operator L is conducted.

∆ϕ̃B = L∆ζ = UWVT∆ζ (2.5.11)

where ∆ϕ̃B is the original balance mass variable, W is a positive semi-definite diagonal matrix, and U and V are
orthogonal matrices. The decomposed modes depend on latitude (i.e., a singular mode with a small singular
value has a large amplitude in the low latitudes). Each wave number component of L is denoted as

∆ϕ̃B
m
n = cm

n ∆ζ
m
n−1 + cm

n+1∆ζ
m
n+1 ((n, m) , (0, 0), n = m, m + 1, . . . , N),

cm
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2Ωa2

n2

√
n2 − m2

4n2 − 1
, cm

N+1 = 0, ∆ϕ̃B
0
0 = 0

(2.5.12)

here Ω is the angular velocity of the earth, a is the earth’s radius, n is the total wavenumber, and m is the zonal
wavenumber. Second, the coefficient of regression between mass variable ∆Φ 3 (as derived from temperature
and surface pressure) and balance mass variable is calculated as follows

D j =

⟨ (
UT∆Φ

)m

j

(
UT∆ϕ̃B

)m

j

⟩
⟨ [(

UT∆ϕ̃B

)m

j

]2 ⟩ (2.5.13)

where ⟨ ⟩ denotes statistical, zonal-wavenumber, and vertical-level mean, D j denotes a positive definite diago-
nal matrix, and j denotes an index of singular vectors in latitudinal wave numbers, respectively. The regression
coefficients D j (0 − 1) indicate the extent to which geostrophic balance is satisfied. Modified balance mass
variable ∆ϕB is then constructed as follows:

∆ϕB = UDUT∆ϕ̃B = UDWVT∆ζ = L̃∆ζ (2.5.14)

Note that the modified balance operator L̃ is based on 1) conversion from the spectral space to the singular
vector space, 2) the product of the regression coefficients D, and 3) conversion from the singular vector space
to the spectral space. The correlation between the modified mass variable and the unbalanced mass variable
(i.e. ∆Φ − ∆ϕB) can be neglected in all regions including the tropics.

3The mass variable ∆Φk is defined as ∆Φk = ∆ϕk + RdT̄k∆pk/ p̄, where subscript k is the vertical level index, ∆ϕk is the geopotential
height, T̄k is the reference (global mean) temperature, p̄ is the reference (global mean) pressure at ground surface, ∆pk is the pressure, and
Rd is the dry gas constant. In the caluculation of ∆ϕk , T̄k and p̄ are also used and some approximation is done.
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2.5.5.3 Regression Coefficients for ∆ηU and (∆TU , ∆PsU)

The regression coefficient matrices P, Q, and R are calculated for each total wavenumber n as follows:
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where ⟨ ⟩ denotes the statistical and zonal-wavenumber mean.

2.5.5.4 Background Error Covariance Matrix

The background error covariance matrices of the control variables are calculated for each total wavenumber
n, and the matrix size is equivalent to the number of vertical levels for ∆ζ, ∆ηU , and ∆ ln q or the number of
vertical levels +1 for (∆TU , ∆PsU).
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where ⟨ ⟩ denotes the statistical and zonal-wavenumber mean, and overline means complex conjugate. The
total variances of the control variables are rescaled by a factor of 0.8836.

2.5.5.5 Cholesky Decomposition of Background Error Covariance Matrix

The background error covariance matrix mentioned above is decomposed using the Cholesky decomposition.
This gives independent and normalized (i.e., preconditioned) control variables ∆ym

n as follows:
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∆ym
n ≡ L−1

n ∆xm
n (2.5.21)

where J(x)
n is a background error term for the control variable x at the total wavenumber n, Bn is a background

covariance matrix for x, and Ln is a lower triangular matrix.
In summary, normalized control variables ∆ym

n (k) are completely independent and normalized based on
background error variance. The background term of the cost function is simplified as a summation of the
square of the normalized control variables.

2.5.6 LETKF
The specifications of the LETKF approach used in the GA to provide flow-dependent background error covari-
ances are listed in Table 2.5.1.

Observation datasets assimilated in the LETKF are the same as those of GA (Table 2.1.1) except for those
of hyperspectral sounders (AIRS, IASI and CrIS).
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Table 2.5.1: Specifications of the LETKF used in GA
Data cut-off time same as in the 4D-Var
First guess 3–9-hour forecast of its own
Horizontal resolution Same as for the Inner step of the 4D-Var
Vertical resolution (model top) Same as for the 4D-Var
Ensemble size 100 members
Analysis variables Same as in the 4D-Var
Observation Same as in the 4D-Var except for AIRS, IASI and CrIS
Assimilation window 6 hours (± 3 hours of analysis time)
Covariance inflation Adaptive multiplicative covariance inflation

Initialization
Horizontal divergence adjustment based on the analysis of

surface pressure tendency (Hamrud et al. 2015)

Localization

Gaussian function. The localization scale for which the localization
function is 1/

√
e is set to 400 km in the horizontal domain

(300 km for humidity-sensitive observations), a 0.6 scale height in the vertical
domain (1.2 for surface pressure and ground-based GNSS zenith total-delay
observations) and three hours in the temporal domain. For satellite radiance
observations, the maximum of the square of the weighting function divided by its
peak value and the Gaussian function with a 0.6

√
2 scale height centered

at the peak of the weighting function is used as the vertical localization function.
Model ensemble method Stochastic physics scheme

Other characteristics
A total of 100 analyses are re-centered

so that their ensemble mean is consistent with the hybrid 4D-Var.

Observation localization is applied in the LETKF. Observation errors are multiplied by the inverse of the
localization function to give less weight to data collected farther from the analysis grid point. The localization
function is given as the Gaussian function of the distance between the analysis grid point and the observation
location. The localization scale l for which the localization function is 1/

√
e is set to 400 km in the horizontal

domain (300 km for humidity-sensitive observations), a 0.6 scale height in the vertical domain (1.2 for surface
pressure and ground-based GNSS zenith total-delay observations) and 3 hours in the temporal domain. The tail
of the localization function is set to 0 farther than 2

√
10/3l. For satellite radiance observations, the maximum

of a square of the weighting function divided by its peak value and the Gaussian function with a length scale of
0.6
√

2 scale height centered at the peak of the weighting function is used as the vertical localization function.
Multiplicative covariance inflation (Anderson 2001) is applied to first-guess (6-hour forecast from the pre-

vious analysis) ensembles. Inflation coefficients are estimated for each analysis grid point so that the following
relation (Desroziers et al. 2005) is observed using locally assimilated observations:

tr
[
dA−BdT

O−B

]
= αtr

[
HBHT

]
(2.5.22)

where dA−B, dO−B, H and B represent the analysis increment projected onto the observation space, innovations,
observation operator and background error covariance, respectively. tr [] represents the trace of the matrix, and
α represents the inflation coefficient. Based on (2.5.22), the raw inflation coefficient is estimated on analysis
grid point j as

α j,raw =

∑Nobs
m=1 ρm, j

(
dA−B,mdO−B,m/σ

2
o,m

)
∑Nobs

m=1

[
ρ2

m, j (HmXb) (HmXb)T / (K − 1) /σ2
o,m

] (2.5.23)

where Nobs is the number of observations assimilated locally, K is the ensemble size, ρm, j is the localization
function of the mth observation and HmXb is the first-guess perturbation projected onto the mth observation.
The subscript raw represents a raw estimate. dA−B,m and dO−B,m are the observational increment and innovation
of the mth observation, where dA−B,m is computed with a transformation matrix derived from LETKF analysis
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on grid j. Temporal smoothing is applied to the estimated inflation coefficient as

αi, j =
αi−1, jσ

2
o, j + αi, j,rawσ

2
b

σ2
o, j + σ

2
b

(2.5.24)

where the subscript i represents the value at the ith analysis step, and σ2
o, j and σ2

b are error variances of the
estimated and prior coefficients and are set as

σ2
o, j = 1/

Nobs∑
m=1

ρm, j (2.5.25)

σ2
b = 0.005 (2.5.26)

Finally, the estimated coefficients are relaxed to the default values as the deviation from these defaults reaches
1/e at 10 days. The defaults are set to 1.21 from the surface to 45 hPa and linearly reduced with the logarithm
of pressure to 1.0 at 0.85 hPa. Inflation to specific humidity is reduced by 30% of the estimated inflation
coefficients below 230 hPa and linearly decreases with the logarithm of pressure to about 15% at 45 hPa.

Initialization based on analysis of surface pressure tendency (Hamrud et al. 2015) is applied after the
LETKF analysis update. The surface pressure tendency of the first-guess ensembles (∂ps/∂t)guess is diagnosed
from the continuity equation and the hydrostatic balance as(

∂ps

∂t

)
guess
= −

∫ 1

0
∇ ·

(
vguess

∂pguess

∂η

)
dη (2.5.27)

where ps, v, p and η are surface pressure, horizontal wind, pressure and the model vertical coordinates (1 at
the bottom and 0 at the top), respectively. Surface pressure tendency is analyzed by adding the above variable
to the first-guess state variables of the LETKF. The difference in surface pressure tendency diagnosed from
horizontal wind and surface pressure analysis and that observed from LETKF analysis is distributed to each
model layer so that the value is proportional to the global mean of the analysis spread of horizontal wind.
Horizontal wind is adjusted using

∆
[∇ · (vkdpk)

]
= wk

(∂ps

∂t

)
diag
−

(
∂ps

∂t

)
anl

 (2.5.28)

where k is an index of the vertical model layer, wk is the weight on the kth model layer and dpk is the difference
in half-level pressure adjacent to the kth full-level model layer. The horizontal wind increment is derived from
(2.5.28) assuming ∆ (dpk) = 0 and ∆ (∇ × (vkdpk)) = 0.

The analysis ensemble is recentered so that the ensemble mean is consistent with global analysis.
The stochastic physics scheme (Subsection 3.3.4) is also applied to the forecast ensemble of the LETKF.

2.5.7 Observation Terms
2.5.7.1 Observation Data

The assimilated observation types are shown in Table 2.1.1, and brief explanations for each data type as well
as the quality control procedures are found in Section 2.2 and Section 2.3.

Observational data and related departures (observation minus first guess) are given with the location and
time via the pre-analysis procedure. Surface pressure data at the station height or sea level pressure data
reported from surface observation station are assimilated after conversion to the pressure at model surface
height. While scatterometer data are reported as winds at 10 m above sea level, assimilated as wind at the
lowest model level. The zenith total delay from GNSS data are assimilated over land. Satellite radiance data
from MW sounders, MW imagers, Hyperspectral IR sounders and CSRs are directly assimilated using the K
matrix model of RTTOV-10.2 (Saunders et al. 2012). GNSS-RO data are assimilated in the form of bending
angle at the tangent point using ROPP8 (Culverwell et al. 2015).
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2.5.7.2 Observation Error

Observation errors (the diagonal part of the observation error covariance matrix) are estimated based on inno-
vation statistics (Desroziers et al. 2005), and are summarized in Table 2.5.2 and Table 2.5.3. For ocean surface
wind data from scatterometers, such errors are defined as those with values of 4 or 6 m/s. For GNSS-RO
bending angle data, errors are defined as a function of height only. The observation error threshold is 1% of the
observed bending angle above 10 km, and varies linearly from 20% at 0 km to 1% at 10 km. For ground-based
GNSS-ZTD data, the observation error is 20 mm. The error at an arbitrary reported pressure level is linearly
interpolated in the logarithm of pressure (log(p)). The cross correlations of observation errors (off the diago-
nal part of the observation error covariance matrix) are not considered explicitly in 4D-Var. To eliminate the
cross-correlation term in the cost function, horizontally or vertically dense observations are thinned spatially
in pre-analysis, and observation errors are inflated with predefined factors.

For satellite radiance data of MW imagers and sounders assimilated under all-sky conditions, observation
errors are given by an observation error model. Observation errors are assigned as a function of the symmetric
(average of observation and first guess (FG)) cloud amount to handle the non-Gaussian distribution of obser-
vation errors. The symmetric cloud amount is based on Geer and Bauer (2011) using horizontal and vertical
polarization difference at 37GHz for MW imagers, and Geer et al. (2014) using difference of scattering effect
between 90GHz and 150GHz channels for MW sounders. The parameters of the observation error model are
derived based on FG departure statistics as listed in Table 2.5.4. Observation error model for 183GHz channels
is separately prepared for each surface types (ocean, land and sea ice). Only parameters for ocean are shown.

2.5.7.3 Observation Operator

In 4D-Var, observation data at a given location and time are simulated using forecast variables for the surround-
ing grids in the nearest forecast hour with spatial inter/extrapolation and variable conversion. Observation op-
erator involves these consecutive procedures. A fast radiative transfer model known as RTTOV-10.2 is used
as the observation operator for satellite radiance data assimilation. ROPP8 is used as the observation operator
for the assimilation of GNSS-RO bending angle data. These operators are provided as external libraries from
EUMETSAT NWP-SAF and ROM SAF, respectively.

2.5.7.4 Variational Bias Correction

As mentioned in Subsection 2.3.4, variational bias correction (VarBC) is applied to satellite radiance data
biases. In 4D-Var with VarBC, the observation operators are extended to include bias correction terms and the
control (analysis) variables are extended to include bias correction (regression) coefficients. These coefficients
are optimized as control variables.

The extended form of the cost function Eq. (2.5.1) is defined as follows.

J (∆z0) =
1
2
∆xT

0BBB−1∆x0+
1
2
∆βTBBBβ

−1∆β+
1
2

n∑
i=1

HHHi∆xi +

m∑
j=0

∆β j pi, j − di

T

RRR−1
i

HiHiHi∆xi +

m∑
j=0

∆β j pi, j − di

+ JC

(2.5.29)
where,

∆z0 ≡
[
∆x0

T,∆βT
]T
, BBBβ ≡ diag

(
Fin f

2

Nvar
, . . . ,

Fin f
2

Nvar

)
, Nvar ≡


N

log10
N

N0
+1

(N ≥ N0)

N0 (N < N0)

∆z0 represents extended increments, consisting of low resolution model variable increments ∆x0 and bias
correction coefficient increment ∆β, BBBβ is the background error covariance matrix for the bias correction coef-
ficient β, pi, j is predictors for bias correction, m is the number of predictors for all radiance observation types,
Fin f is an arbitrarily defined inflation factor, N is the number of data and N0 is the threshold for the valid
number of data.
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Table 2.5.2: Observation error tables used in operational global analysis for (a) conventional observation,
(b) AMV, (c) AMSU-A, (d) ATMS and (e) CSR from four geostationary satellites. Ps, u, v, T , RH and TB

denote surface pressure, zonal and meridional wind components, temperature, relative humidity and brightness
temperature, respectively. “x” in (c) denotes that the channel is not used.

(a) conventional observation (b) AMV

Level(hPa)
Element

Ps(hPa) u, v(m/s) T (K) RH(%)
Level(hPa)

Element
u, v(m/s)

Surface 0.7 1,000 4.5
1,000 2.3 1.7 6.4 850 4.5

850 2.4 1.2 15.9 700 4.5
700 2.5 1.0 19.8 500 4.5
500 2.5 0.8 31.5 300 5.3
300 2.7 0.9 31.7 200 5.8
200 2.8 1.1 24.1 100 6.8
100 3.1 1.2 3.8 50 7.0

50 3.0 1.4 1.4 30 7.2
30 3.0 1.5 1.3 10 7.6
10 3.9 2.5 1.3 1 9.1

1 4.6 5.4 1.3 0.4 10.6
0.4 7.7 7.6 1.3 0.1 10.6
0.1 7.7 7.6 1.3

(c) AMSU-A TB (K) (d) ATMS TB (K)

Channel
Satellite

Metop-B Metop-C NOAA-15 NOAA-18 NOAA-19
Channel

Satellite
Suomi-NPP NOAA-20

4 x 0.45 0.45 0.45 0.45 6 0.3 0.3
5 x 0.3 0.3 x 0.3 7 0.3 0.3
6 0.3 0.3 x 0.3 0.3 8 0.3 0.3
7 0.3 0.3 0.3 0.3 0.3 9 0.3 0.3
8 0.3 0.3 0.3 x x
9 0.3 0.3 0.3 x 0.3

10 0.3 0.3 0.45 0.3 0.3
11 0.45 0.45 x 0.45 0.45
12 0.64 0.64 0.64 0.64 0.64
13 1.02 1.02 0.85 1.02 1.02
14 2.83 2.83 x 2.63 2.63

(e) CSR TB (K)

band (µm)
Satellite

GOES-16
band (µm)

Satellite
Meteosat-8

band (µm)
Satellite

Meteosat-11
band (µm)

Satellite
Himawari-8

8 (6.15) 1.5 5 (6.25) 1.5 5 (6.25) 1.5 8 (6.24) 1.5
9 (7.00) 1.5 9 (6.94) 1.5

10 (7.40) 1.5 6 (7.35) 1.5 6 (7.35) 1.5 10 (7.35) 1.5
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Table 2.5.3: Observation error tables used in operational global analysis for hyperspectral IR sounders. (a)
IASI and (b) CrIS.

(a) IASI TB (K) (b) CrIS TB (K)
Metop-B Metop-C Metop-B Metop-C Suomi-NPP NOAA-20

Ch. Ch. Ch.
38 1.26 1.08 232 0.81 0.84 27 0.81 0.75
49 1.20 1.08 236 0.69 0.69 31 1.35 1.32
51 1.23 1.05 239 0.75 0.81 37 0.54 0.51
55 1.20 1.05 243 0.72 0.84 51 0.39 0.39
57 1.23 1.02 246 0.72 0.78 69 0.45 0.36
61 1.20 0.96 249 0.69 0.75 73 0.45 0.36
63 1.14 0.99 252 0.72 0.75 75 0.51 0.42
70 1.11 0.96 256 0.72 0.72 79 0.42 0.36
85 1.11 0.93 262 0.69 0.72 80 0.45 0.39
87 1.08 0.99 265 0.78 0.72 81 0.39 0.36

109 0.96 0.84 267 0.69 0.63 83 0.39 0.36
116 0.87 0.87 269 0.72 0.78 85 0.39 0.36
122 0.87 0.87 271 0.66 0.69 87 0.39 0.39
128 0.87 0.84 273 0.63 0.66 88 0.39 0.39
135 0.78 0.81 275 0.72 0.75 93 0.42 0.42
141 0.78 0.87 278 0.72 0.72 96 0.39 0.39
146 0.72 0.75 282 0.72 0.72 102 0.48 0.48
148 0.75 0.78 284 0.72 0.69 106 0.45 0.45
154 0.75 0.78 288 0.69 0.72 116 0.54 0.54
159 0.72 0.72 292 0.66 0.66 123 0.63 0.63
161 0.72 0.75 294 0.75 0.78 124 0.54 0.54
167 0.72 0.75 296 0.78 0.81 125 0.57 0.60
173 0.72 0.81 306 0.90 0.87 132 0.54 0.54
180 0.72 0.84 308 0.69 0.72 136 0.51 0.54
185 0.75 0.81 316 0.69 0.72 138 0.54 0.57
187 0.72 0.81 320 0.72 0.72 142 0.51 0.54
193 0.81 0.90 323 0.69 0.66 148 0.48 0.48
205 0.90 1.02 327 0.72 0.75
212 0.87 0.78 333 0.72 0.75
217 0.81 0.87 347 0.72 0.75
219 0.87 0.81 350 0.69 0.72
224 0.78 0.84 354 0.72 0.69
226 0.81 0.84 356 0.69 0.69
230 0.75 0.78 360 0.69 0.66
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Table 2.5.4: Observation error (S clr, S cld) and threshold of symmetric cloud amount for identifying clear-sky
and cloudy samples (Cclr, Ccld) for assimilated channel under all-sky conditions.

Satellite/Sensor Frequency(GHz) S clr S cld Cclr Ccld

Ch. and polarization
GCOM-W/AMSR2 7 19V 4.8 43.8 0.0 0.6

9 23V 6.9 22.8 0.0 0.5
11 37V 6.0 34.2 0.0 0.5

DMSP-F17/SSMIS 9 183 ± 6.6 9.4 82.2 0.0 40.0
10 183 ± 3.0 8.0 56.1 0.0 40.0
11 183 ± 1.0 7.9 29.2 0.0 40.0

DMSP-F17,18/SSMIS 13 19V 5.4 40.8 0.0 0.6
14 23V 7.2 19.8 0.0 0.6
16 37V 6.9 35.1 0.0 0.5

GPM-core/GMI 3 19V 5.1 47.1 0.0 0.6
5 23V 6.9 26.1 0.0 0.5
6 37V 6.6 36.6 0.0 0.5

12 183 ± 3 6.8 75.8 0.0 40.0
13 183 ± 7 7.1 105.0 0.0 30.0

NOAA-19,Metop-B,C/MHS 3 183 ± 1 6.1 44.0 0.0 45.0
4 183 ± 3 5.4 71.4 0.0 45.0
5 190V 4.9 104.1 0.0 45.0

FY-3C/MWHS-2 11 183 ± 1.0 6.9 50.1 0.0 50.0
12 183 ± 1.8 6.6 71.0 0.0 50.0
13 183 ± 3.0 6.5 91.6 0.0 50.0
14 183 ± 4.5 6.9 110.0 0.0 50.0
15 183 ± 7.0 6.6 128.2 0.0 50.0

Suomi-NPP,NOAA-20/ATMS 18 183 ± 7.0 8.2 117.0 0.0 50.0
19 183 ± 4.5 8.1 99.9 0.0 50.0
20 183 ± 3.0 7.7 81.1 0.0 50.0
21 183 ± 1.8 7.3 43.6 0.0 50.0
22 183 ± 1.0 7.4 43.6 0.0 50.0
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The second term on the right hand side of Eq. (2.5.29) is the background term for the bias correction
coefficients, and

∑m
j=0 ∆β j pi, j is the bias correction term. This equation is used instead of Eq. (2.5.1) in 4D-

Var.
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2.6 Meso-scale Analysis

2.6.1 Introduction
Meso-scale analysis (MA) produces initial conditions for the Meso-Scale Model (MSM, Subsection 3.5.1)
every three hours with incorporation of information from observations into the model for optimal forecasting
of weather phenomena with emphasis on high-impact events.

In March 2002, a four-dimensional variational (4D-Var) scheme was introduced as the data assimilation
approach for MA (Ishikawa and Koizumi 2002) in place of the previous three-dimensional optimal interpola-
tion (3D-OI) scheme to create the world’s first operational limited-area 4D-Var system. Following the upgrade
of the MSM forecast model to a non-hydrostatic type (JMA-NHM; Saito et al. 2006, 2007) in September
2004, the previous hydrostatic 4D-Var was replaced by a non-hydrostatic model-based 4D-Var system (known
as JMA Nonhydrostatic model-based Variational Data Assimilation (JNoVA; Honda et al. 2005)) in April
2009. The domain of MA is the same as that of the MSM, covering Japan and its surrounding areas. Operation
covering the current 4,080 × 3,300 km domain, extended from the previous 3,600 × 2,880 km, was introduced
in March 2013 (Subsection 3.5.1). A further upgrade of the MSM forecast model in February 2017 replaced
JMA-NHM with a newly developed non-hydrostatic model called ASUCA (Ishida et al. 2009, 2010; Hara
et al. 2012) as described in Subsection 3.5.1. In March 2020, a 4D-Var system based on ASUCA (ASUCA-
Var; Ikuta et al. 2021) was introduced (Ikuta et al. 2020). This development enabled MA to produce initial
conditions more consistent with the upgraded MSM forecast model. In March 2022, the model top was up-
graded from 21,801 m to 37,500 m, with the number of vertical layers increased from 76 to 96 in the outer
model and from 38 to 48 in the inner model.

Various observational data are used to improve the accuracy of prediction for meso-scale weather events, in-
cluding information from weather radars, satellite observations and ground-based GNSS (Table 2.1.2). Thanks
to the advanced data assimilation scheme of 4D-Var utilized with these data, MA produces initial conditions
highly consistent with the balance of model equations.

2.6.2 Operational System
MA is performed using ASUCA-Var system and produces initial conditions for MSM forecasts at 00, 03, 06,
09, 12, 15, 18 and 21 UTC. The data assimilation window is set as three hours, with the end of the window
corresponding to the analysis time. Figure 2.6.1 shows the MA process:

1. With the initial condition produced in the previous MA, the high-resolution (5 km) forecast model is run
within the three-hour data assimilation window to obtain the first guess.

2. Quality-control for observation (Section 2.3) and calculation of related deviations from the first guess
are conducted as preparation for input to the next step.

3. 4D-Var analysis is performed to determine the optimal model state by assimilating observations in a
low-resolution (15 km) space.

4. The low-resolution (15 km) analysis increment is added to the high-resolution (5 km) first guess via
interpolation to determine the initial condition for the next step.

5. Based on this initial condition, the high-resolution (5 km) forecast model is run within the data assimi-
lation window to determine the initial condition for the MSM.

In MA, the first and last steps in which the high-resolution forecast model is run are called the outer steps,
and that in which ASUCA-Var in the low-resolution space is executed is called the inner step. ASUCA is used
as the forecast model for both steps. The analysis domain is shown in Figure 2.6.2 with a topographic map (5-
km resolution) as used by MA. The lateral boundary conditions are from Global Spectral Model (GSM,Section
3.2) forecasts, while the initial conditions of the first guess are taken from the previous MA (the three-hour
forecast in the last outer step). Thus, MA frames the cycle analysis nested into the GSM.
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The cut-off time of input observation data for MA is 50 minutes after each analysis time. Observation data
received by this time are distributed into four time slots with the observation time rounded to the nearest hour
(as represented by the four stars in Figure 2.6.1). Accordingly, data observed from 4 hours before to 0.5 hours
after analysis are assimilated in the inner step.

Figure 2.6.1: MA procedure (03 UTC analysis) Figure 2.6.2: MA domain and topography

As described previously, ASUCA-Var in the inner step involves a data assimilation system based on a
four-dimensional variational (4D-Var) method as detailed in Subsection 2.6.3. This approach is based on
maximum likelihood estimation, with optimal values (i.e. analysis fields) determined by minimizing the cost
function (Subsection 2.6.3.1 for details). This minimization requires iterative calculation of the cost function
and its gradient (50 times at maximum), which takes considerable computational resources. To reduce this
burden, operational ASUCA-Var involves an incremental approach (Courtier et al. 1994) in which a model
with a low-resolution relative to that used in the outer step is adopted in minimization. The basic field in this
approach is updated with the low-resolution nonlinear model twice (20 and 35 steps). Operational formulation
of minimization with this approach is detailed in Subsection 2.6.3.1. The model used in minimization for
ASUCA-Var is called the inner model, with the specifications described in Subsection 2.6.3.3. The horizontal
grid spacing is 5 km (817 × 661 grid points) with 96 vertical layers for atmosphere in the outer steps, and 15
km (273 × 221 grid points) with 48 vertical layers in the inner step.

2.6.3 Basic Formulation

2.6.3.1 Cost Function

In the MA system, 4D-Var data assimilation is used to determine the optimal model trajectory in a phase space
by minimizing its deviation from observations and the first guess. Deviation is measured using the cost function
J, defined as

J(x0) = Jb + Jo + Jvbc + Jp

=
1
2

(
x0 − xb

0

)T
B−1

0

(
x0 − xb

0

)
+

N∑
t=0

1
2

(
Ht(xt) − yt + P(b)

)T
R−1

t

(
Ht(xt) − yt + P(b)

)
+ Jvbc + Jp,

(2.6.1)

where the superscript T represents transpose.
The first and second terms of Eq. (2.6.1) are background and observation terms, representing deviations

from the first guess and observation, respectively. x0 is the model state at the beginning of the data assimilation
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window (time level t = 0) to be optimized4, xb
0 is the first guess of the model state at t = 0, yt is a column

vector consisting of observational data available at t (t = 0, ...,N), and xt is the model state at t as forecast from
the initial condition x0 as

xt = Mt(x0) , (2.6.2)

where Mt denotes the forecast operator. Ht is an observation operator used to convert model state variables to
observations, typically consisting of conversion from model variables to observation parameters and interpo-
lation from model grid points to observation points. P(b) is observation bias. The error covariance matrixes
B0 and Rt specify the error profiles (uncertainty and error correlation) of xb

0 and yt, respectively (Subsection
2.6.3.2 and Subsection 2.6.4.2). Observation terms are modified via the introduction of variational quality
control (Subsection 2.6.4.5).

The third term of Eq. (2.6.1) Jvbc is for variational bias correction (VarBC; Dee 2004) to estimate obser-
vation bias. It is given as

Jvbc =
1
2

(
b − bb

)T
B−1

vbc

(
b − bb

)
, (2.6.3)

where b is a control variable for bias correction, bb is the first guess of b, and Bvbc is the background error
covariance matrix for VarBC, which is used to correct for satellite brightness temperature. VarBC background
error is defined from Cameron and Bell (2018) as

Bvbc =
σ2

o

Nb
, (2.6.4)

Nb = max(mavg,mmin)
(

1
21/n − 1

)
, (2.6.5)

where σo is the observation error standard deviation, mavg is the average number of observations including a
particular channel assimilated over the last three days, mmin is the lower limit of observation numbers (500),
and n is the bias halving time (set as 8).

The fourth term of Eq. (2.6.1) Jp is a penalty term based on digital filter to suppress high-frequency noise
mostly caused by gravity waves (Gauthier and Thépaut 2001), given as

Jp =
1
2

(
xN/2 − xN/2

)T
B−1

df

(
xN/2 − xN/2

)
(2.6.6)

where xN/2 is the model state analysis increment at the center of the data assimilation window (t = N/2), xN/2
is the digitally filtered analysis increment at t = N/2, and Bdf is the background error covariance matrix for
digital filtering. Based on Wee and Kuo (2004), Bdf is given as

B−1
df =

λ

diag(B0)
, (2.6.7)

where λ is the factor 1.0×10−6. For a time series of model states over the data assimilation window {x0, ..., xN},
the digitally filtered state x at t = N/2 is given as

xN/2 =

N∑
k=0

hN/2−kWk xk , (2.6.8)

where

hk =
sin kθc

kπ
, (2.6.9)

is a low-pass filter that removes time oscillations exceeding the cutoff frequency θc. The Dolph-Chebyshev
window function Wk (Lynch 1997) is also used to suppress the noise from the Fourier truncation (Gibbs oscil-
lation).

4 Lateral boundary conditions over the data assimilation window can be included in the vector to be optimized, x0, but this is not
adopted in operational MA.
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In MA, an incremental approach is adopted to reduce computational cost. Optimization is performed using
the inner model (Subsection 2.6.3.3) to determine an analysis increment for the low-resolution model space
(inner step). The cost function is expanded around the basic field, which can be expressed as

J(δx0) =
1
2
δx0

T B−1
0 δx0

+

N∑
t=0

1
2

(
HtMtδx0 + Pδb − dt

)T
R−1

t

(
HtMtδx0 + Pδb − dt

)
+ Jvbc + Jp,

(2.6.10)

where
δx0 = x0 − xb

0, (2.6.11)

δb = b − bb
0, (2.6.12)

dt = yt − Ht(Mt(xb
0)) − P(bb), (2.6.13)

and Ht, Mt, and P are tangent-linear operators of Ht, Mt, and P, respectively.
The effect of the non-linear process was insufficiently incorporated in analysis values with linear opti-

mization alone. To address this problem, a basic-field update (Trémolet 2008) was introduced to incorporate
non-linear effects into optimization. Details of the update in ASUCA-Var are provided in Section 2.1 of Ikuta
et al. (2021). The field is updated twice during optimization.

The final analysis xN is determined from forecasting with the high-resolution model over the data assimi-
lation window (outer step).

xN = MN(x0) . (2.6.14)

2.6.3.2 Background Error Covariance

As detailed previously, the background error covariance B indicates the error profile of the first guess (Sub-
section 2.6.3.1). However, calculation using the complete form of B is impractical due to the extremely large
dimensions of the model state space. In practice, drastic simplification is applied to B to make the problem
tractable.

A group of parameters are defined as analysis variables, with background errors considered uncorrelated.
The variables used in MA are

• u: x component of horizontal wind
• v: y component of horizontal wind
•

(
Tg, ps, θ

)
: underground and skin temperature, surface pressure and potential temperature

•
(
Wg, µp

)
: soil moisture and pseudo-relative humidity (µp = qv/qb

sat, where qv is the mixing ratio of water
vapour and qb

sat is the saturated water vapour of the first guess).

Tg is perturbed only at land grids, as that at ocean grids is not a prognostic variable in the MSM.
δx0 is transformed from uncorrelated control variables χ as

δx0 = x0 − xb
0 = B1/2χ, (2.6.15)

B1/2 is the square root of B, and has the form

B1/2 = Kp


B1/2

u 0 0 0
0 B1/2

v 0 0
0 0 B1/2

Tg,ps,θ
0

0 0 0 B1/2
Wg,µp

 . (2.6.16)
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Here, Kp is a linearized parameter transform from control variables to model variables, and B1/2
χi is the spatial

transform for the i-th sub-group χi of the parameters in χ. The spatial structure of background error covariance
Bχi is modeled as

B1/2
χi
= CvB1/2

h,χi
B1/2

v,χi
. (2.6.17)

Here, Cv denotes a vertical coordinate transformation to limit the terrain effect of the vertical coordinate within
the lower troposphere.

The square root of the vertical background error covariance matrix Bv,χi is given by

B1/2
v,χi
= diag

(
Bv,χi

)1/2
VΛ1/2VT , (2.6.18)

where Λ is a diagonal matrix whose elements are the eigenvalues of
[
diag

(
Bv,χi

)−1/2
Bv,χi diag

(
Bv,χi

)−1/2
]
, and

V is the orthogonal matrix (VT V = I) whose columns are the related eigenvectors.
The horizontal background error correlation Bh,χi is defined on the vertical level of the model. In the

calculation of B1/2
h,χi

, the recursive filter technique (Purser et al. 2003) is used in each of the x- and y-directions.
The background error statistics Bv,χi and Bh,χi are estimated using the NMC method (Parrish and Derber

1992). Vertical background error covariance is calculated separately for sea and land grids (except u and v)
and classified by local time.

Variational optimization is performed with respect to χ. The transform (2.6.15), called preconditioning,
simplifies the background term of the cost function J (see Eq. (2.6.1) and Eq. (2.6.10); for simplicity, the
present discussion does not deal with Jvbc and Jp). The cost function and its gradient after the transform are
given as

J(χ) =
1
2
χTχ +

N∑
t=0

1
2

(
HtMtB1/2χ − dt

)T
R−1

t

(
HtMtB1/2χ − dt

)
, (2.6.19)

∇χJ = χ +
N∑

t=0

BT/2MT
t HT

t R−1
t

(
HtMtB1/2χ − dt

)
, (2.6.20)

where MT
t and HT

t are the adjoint model and the adjoint of the observation operator.

2.6.3.3 Inner Model

In ASUCA 4D-Var, a high-resolution with the same configuration as the MSM (5 km horizontal grid spacing,
96 vertical layers), is used in the outer step. The inner step is executed using the nonlinear model (NLM),
tangent-linear model (TLM) and adjoint model (ADM), with a lower resolution (15 km horizontal grid spacing,
48 vertical layers) to reduce computational cost. The specifications of the inner and outer models are listed in
Table 2.6.1.

The NLM is essentially the same as the outer model except for the resolution and the configuration of
convective parameterization. The dynamics of the TLM are fully tangent-linearized, although some physical
processes are simplified or not implemented to avoid errors associated with non-linearity.

In regard to cloud microphysics, saturation adjustment is linearized but other processes are not. For con-
vective parameterization, the NLM adopts the modified Kain-Fritsch scheme (Kain and Fritsch 1990) but the
TLM does not. For the boundary layer scheme, Mellor-Yamada-Nakanishi-Niino level 3 (Nakanishi and Niino
2006) is employed, and is linearized for the TLM except for diffusion coefficients and partial condensation.
The surface flux scheme based on Beljaars and Holtslag (1991) is linearized for the TLM except for bulk
coefficients. The TLM Radiation scheme is simplified based on Mahfouf (1999).

2.6.4 Observation Terms
2.6.4.1 Observation Data

Assimilated observation types are shown in Table 2.1.2, and brief outlines of each data type and related quality
control procedures are given in Section 2.2 and Section 2.3.
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Table 2.6.1: Specifications of the outer and inner models employed in MA
Outer model Inner NLM Inner TLM/ADM

Resolution 5 km, 96 layers 15 km, 48 layers 15 km, 48 layers
Cloud microphysics 6-class 3-ice bulk

scheme, Subsection
3.5.4

6-class 3-ice bulk
scheme, Subsection
3.5.4

Only saturation adjust-
ment process tangent-
linearized

Convection Modified Kain-Fritsch Modified Kain-Fritsch None
Boundary layer Mellor-Yamada-

Nakanishi-Niino
level-3

Mellor-Yamada-
Nakanishi-Niino
level-3

Tangent-linearized ex-
cept for diffusion coef-
ficients and partial con-
densation

Surface flux Beljaars and Holtslag Beljaars and Holtslag Tangent-linearized ex-
cept for bulk coeffi-
cients

Radiation Subsection 3.5.6 Subsection 3.5.6 Mahfouf (1999)

2.6.4.2 Observation Error

The observation error covariance matrix R in Eq. (2.6.1) is assumed to be diagonal. Estimation of observa-
tion errors (diagonal components of R) is based on innovation statistics (Desroziers et al. 2005). Errors for
conventional observations, wind profiler data and AMVs are summarized in Table 2.6.2. Errors for satellite
radiance are the same as those in global analysis (Table 2.5.2(c) - (j)). Errors for GNSS-PWV and radial ve-
locity are 3 mm and 3.3 m/s, respectively. Errors for relative humidity data from DPR are 5%, and those from
ground-based radar are approximately 30 %. Errors for ocean surface wind data from scatterometers are 3
m/s. For GNSS-RO refractivity data, observation errors are defined as a function of height only. Observation
error is calculated using linear interpolation to be 10% of refractivity at 0 km, 0.5% at 10 km, 0.18% at 20 km
and 0.04% at 30 km. Errors for Radar/Raingauge Analyzed Precipitation (R/A) are based on the precipitation
amount (Koizumi et al. 2005). The error at an arbitrary reported pressure level is linearly interpolated in the
logarithm of pressure (log(p)). The cross-correlations of errors between different observations are not con-
sidered explicitly in 4D-Var. To eliminate consideration of cross-correlation terms in the cost function, dense
observations are thinned spatially and observation errors are inflated in pre-analysis.

2.6.4.3 Observation Operator

The RTTOV-10.2 fast radiative transfer model is used as the observation operator for satellite radiance data as-
similation, while ROPP8 for the assimilation of refractivity data from GNSS-RO. These operators are provided
as external libraries from EUMETSAT NWP-SAF and ROM SAF, respectively.

2.6.4.4 Special Treatment for Precipitation Data

For the observation terms of the cost function in Eq. (2.6.1), a Gaussian probability density function (PDF)
for observation errors is assumed. However, as the PDF for precipitation-amount data is not Gaussian, the
following observation term is used for one-hour precipitation-amounts (Koizumi et al. 2005):

Jo
PREC(x) =

n∑
j (where ro

j≥0.5)

(
H j(x) − ro

j

)2

2σo(ro
j )

2 . (2.6.21)

Here, H j(x) is an observation operator used to convert the state variable x to one-hour cumulative precipitation
values at the j-th grid point, ro

j is precipitation observed at the grid point, and n is the number of grid points in
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Table 2.6.2: Observation error tables used in the operational meso-scale analysis for (a) conventional observa-
tion and wind profiler data and (b) AMV. Ps, u, v, T and RH denote surface pressure, x and y wind components
in an MSM Lambert projection space, temperature and relative humidity respectively.

(a) Conventional observation and wind profiler data (b) AMV
Element Ps (hPa) u (m/s) v (m/s) T (K) RH (%) Element u (m/s) v (m/s)

Level (hPa) Level (hPa)
Surface 0.7 1,000 4.1 3.3

0.6 for SYNOP in Japan 850 2.9 2.3
1,000 2.1 1.9 1.3 9.8 700 3.2 2.6

925 2.0 1.9 0.9 10.3 500 3.7 3.0
850 2.0 2.0 0.9 12.7 300 4.6 3.7
700 2.0 1.9 0.9 12.8 200 3.8 4.9
500 1.9 1.9 0.7 12.9 100 4.4 6.0
400 2.2 2.2 0.7 13.3 50 3.5 5.1
300 2.6 2.6 0.9 13.5 30 5.1 6.2
250 2.7 2.6 1.0 14.4 10 6.2 7.2
200 2.7 2.6 1.1 13.7
150 2.6 2.6 1.1 16.6
100 3.2 3.0 1.5 15.1

70 3.7 3.1 1.9 13.6
50 3.2 2.8 1.9 12.1
30 3.2 2.8 1.9 11.8
10 3.2 2.8 1.9 12.2

the inner model5. σo(ro
j ) is the observation error standard deviation, defined as

σo(ro
j ) ≡

Csat max(rmin, ro
j )

(
H j(x) ≤ ro

j

)
CsatCa max(rmin, ro

j )
(
H j(x) > ro

j

) , Ca = 3, Csat = 1 for R/A
Ca = 5, Csat = 2 for satellite retrievals

, rmin ≡ 1mm/h.

(2.6.22)
Here, Csat is an observation error inflation factor for satellite retrievals, and Ca is a tuning factor for the asym-
metric structure of the departure frequency distribution around 0.

One-hour precipitation observation values less than 0.5 mm are not assimilated, since the quality of such
data is rather poor for snowfall. The observation error of satellite retrievals is considered to be larger than that
of R/A because retrieval is from instantaneous observation rather than from one-hour cumulative observation.

2.6.4.5 Variational Quality Control

Variational quality control (VarQC, Andersson and Järvinen 1999) is applied in 4D-Var for conventional ob-
servations. With VarQC, the observation error PDF is assumed to be a summation of a Gaussian function and
a positive constant value within a certain range. This constant represents the probability of rough error within
the range.

The following observation term and its gradient are used for conventional observations in the cost function
Eq. (2.6.1) in 4D-Var with VarQC:

jVarQC
o = − log

(
γ + exp (− jo)

γ + 1

)
, γ ≡ A

√
2π

(1 − A) 2d
(2.6.23)

∇ jVarQC
o = WVarQC∇ jo, WVarQC ≡ 1 − γ

γ + exp (− jo)
. (2.6.24)

5 If one-hour cumulative precipitation P1h is larger than 1 mm/h,
(
3P1/3

1h − 2
)

is used for H j(x) and ro
j .
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Here, A is the prior probability of rough error (e.g., 0.05 for SYNOP), d is the maximum standard deviation
below which rough error is possible (e.g., 9 for SYNOP), jVarQC

o is the observation term for a single observation
component with VarQC, and jo is the term without VarQC.

Eq. (2.6.24) shows that ∇ jVarQC
o is almost the same (effective) as ∇ jo when jo is small (WVarQC ≈ 1) and

∇ jVarQC
o is almost 0 (not effective) when jo is large (WVarQC << 1). Observation values satisfying WVarQC <

0.25 are regarded for rejection in VarQC.

2.7 Local Analysis

2.7.1 Introduction
Local Analysis (LA) produces initial conditions for the Local Forecast Model (LFM) (Subsection 3.6.1) at a
horizontal resolution of 2 km. Its operation started in August 2012, with eight runs per day on an area of Japan
measuring 2,200 × 2,500 km to initialize LFM forecasts over a domain covering the eastern part of the country.
An enhancement in the operation of LA, along with the LFM, was implemented in May 2013, extending its
domain to cover Japan and the surrounding areas (3,160 × 2,600 km) and increasing its daily operations to 24
runs per day.

To provide initial conditions for this high-resolution forecast model targeting small-scale severe weather
events, LA is designed to allow rapid production and frequent updating of analysis at a resolution of 5 km
(Subsection 2.7.2). In each LA run, an analysis cycle with hourly three-dimensional variational (3D-Var)
data assimilation is executed for the previous three hours to incorporate information from newly received
observational data in each case. The analysis cycle was originally based on JMA-NHM (Saito et al. 2006,
2007) and JNoVA 3D-Var (the 3D-Var version of JNoVA (Honda et al. 2005)), which was replaced by the
new-generation version based on ASUCA (Ishida et al. 2009, 2010; Hara et al. 2012) and ASUCA-3DVar in
January 2015 (Aranami et al. 2015). In March 2022, the analysis cycle was updated to hybrid 3D-Var utilizing
ensemble perturbation of Meso-Scale Ensemble Prediction System (MEPS) data (Section 3.6) (Yokota et al.
2022).

As with MA, high-density remote sensing data (including information from weather radars and ground-
based GNSS) are assimilated on an hourly basis in LA as important sources of detailed information contribut-
ing to better forecasting of high-impact phenomena (see Table 2.1.3). LA was also adopted in January 2017
to make extensive use of satellite observations , with application of the variational bias correction technique.
The capacity of high-resolution NWP to capture small-scale variations in topography is expected to help re-
duce representativeness errors in the assimilation of surface observations. In association, LA also assimilates
automated surface station (AMeDAS) data ahead of other operational data assimilation systems with lower
resolutions in order to appropriately reflect the effects of local-scale environments near the surface.

Based on these features, LA is characterized as a data assimilation system for high-resolution and high-
frequency NWP.

2.7.2 Operational System
To satisfy the requirements outlined in Subsection 2.7.1, operational LA incorporates an analysis cycle with
3D-Var, which can meet demand for prompt and frequent product updates within a limited time frame (all pro-
cesses, including data quality control, are completed within around 15 minutes) with far fewer computational
resource requirements than 4D-Var. In 3D-Var, the weighted average of flow-dependent and climatological
background error covariances (hybrid covariance) is used (hybrid 3D-Var), and the former is created from
ensemble perturbations of MEPS.

LA involves the running of an analysis cycle on a domain identical to that of the LFM (see Figure 2.7.1),
following the flow chart shown in Figure 2.7.2. The cycle consists of four successive instances of hybrid 3D-
Var analysis (3, 2, 1 and 0 hours prior to the initial time of the LFM; (a), (b), (c) and (d) in Figure 2.7.2), where
quality controlled observation data rounded to the nearest hour are assimilated. After each instance of analysis
except the last one ((d) in Figure 2.7.2), a one-hour forecast (LF1) with a horizontal resolution of 5 km is
executed using analysis for initial conditions, thereby providing the first guess for the next 3D-Var analysis. In
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the first 3D-Var ((a) in Figure 2.7.2), the first guess is supplied from the MSM (Subsection 3.6.2), which also
provides lateral and upper boundary conditions for LF1 throughout the three-hour data assimilation period. Sea
surface temperature is given by HIMSST (see Subsection 5.2.2). The analyzed field in the last 3D-Var ((d) in
Figure 2.7.2) is used as the initial condition of the LFM. Further LA specifications are provided in Table 2.1.3.

Figure 2.7.1: domains of LA and
LFM.
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Figure 2.7.2: Schematic representation of LA analysis.

2.7.3 Basic Formulation
2.7.3.1 Cost Function

LA involves four time slots for the assimilation of observations using hybrid 3D-Var, in which the extended
control variable method (Lorenc 2003) is used to take into account flow-dependent error covariance. The
related cost function in the i-th time slot is defined as

J(δxi) =
1
2
δxT

i,clB
−1
cl δxi,cl +

1
2
δxT

i,enB−1
en δxi,en (2.7.1)

+
1
2

(Hδxi − di + Pδbi)T R−1 (Hδxi − di + Pδbi) (2.7.2)

+
1
2
δbT

i S−1
i δbi, (2.7.3)

δxi = βclδxi,cl + βenδxi,en. (2.7.4)

Here, δxi is the increment, δbi is the increment of the observation bias vector, and the subscript i is the hourly
time-index. The innovation vector di is given by

di = yi −H
(
xb

i

)
− P

(
bb

i

)
, (2.7.5)

where yi is the vector of observations, xb
i is the background state and bb

i is the background state of observation
bias in the i-th time slot. H is the nonlinear observation operator, H is the tangent linearized observation op-
erator, P is the nonlinear operator of predictors for VarBC, P is the matrix of predictors for VarBC , B is the
covariance matrix of background error, R is the diagonal matrix of observation error and Si is the diagonal ma-
trix of parameters used to control the adaptivity of observation bias vector estimation in VarBC. The subscripts
“cl” and “en” mean “climatological” and “ensemble”, respectively. βcl and βen are the weights for the hybrid
covariances, set as (β2

cl, β
2
en) = (0.5, 0.5).
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2.7.3.2 Solution Procedure

The analysis xa at the initial time t of LFM, corresponding to i = 4, is calculated by repeating hybrid 3D-
Var and one-hour forecasting. The one-hour forecast operatorMi,i+1 is configured specifically for LA. In this
configuration, the horizontal resolution is set to 5 km as in the MSM, but the physics schemes differ from those
used in the MSM and the LFM.

The LA cycle is conducted as outlined below.

1. Ben valid at t − 3h, t − 2h, t − 1h, t are created from MEPS ensemble perturbations.

2. xb
i=1 valid at t − 3h is provided by the MSM, and bb

i=1 is equal to the analysis variables of observation
bias ba in the previous LA.

3. δxi is optimized by minimization of the cost function, J (δxi).

4. The i-th background state is updated with the one-hour forecast:

xb
i+1 =Mi,i+1

(
xb

i + δxi

)
, (2.7.6)

and the observation bias is given by

bb
i+1 = bb

i + δbi. (2.7.7)

5. Steps 3 and 4 are repeated three times.

6. For the initial time, the cost function J (δxi=4) is minimized and the analysis increments are added to the
background state. The low-resolution (5 km) analysis variables are given by

xa = xb
4 + δx4, (2.7.8)

and the analysis variables of observation bias ba are given by

ba = bb
4 + δb4. (2.7.9)

Finally, the low-resolution analysis xa is interpolated to the high resolution of 2 km with consideration of
ancillaries (i.e., topography, soil type and land usage) to be used as the initial condition with the LFM.

2.7.3.3 Analysis Variables

The analysis increment is defined as δx =
(
δu, δv,

(
δTg, δps, δθ

)
,
(
δWg, δµp

))T
.

• u: x-component of horizontal wind.
• v: y-component of horizontal wind.
•

(
Tg, ps, θ

)
: underground and skin temperature, surface pressure and potential temperature.

•
(
Wg, µp

)
: soil moisture and pseudo-relative humidity.

Tg is perturbed only at land grids, as that at ocean grids is not a prognostic variable in the LFM.

2.7.3.4 Background Error Covariance

δx is transformed from uncorrelated control variables χ, as follows:

δx = B1/2χ =
[
βclB1/2

cl βenB1/2
en

] [χcl

χen

]
, (2.7.10)

B1/2 is the square root of B.
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The climatological background error covariance Bcl is modeled as described in Subsection 2.6.3.2, and
statistics are estimated using the NMC method (Parrish and Derber 1992). However, the error profiles in the
lower levels are modified artificially to localize spatial correlations so that surface observations are assimilated
more appropriately. The seasonal variation of background error statistics is not taken into account.

The ensemble background error covariance Ben is created from 100 ensemble perturbations using 5 lagged
MEPS forecasts with 20 members, and spatial localizations with Gaussian functions (scales of 1/

√
e are set as

100 km horizontally and 0.5 km vertically) to reduce sampling errors. Ben is inflated by multiplication with
a factor, which is the ratio of Bcl and the horizontal mean of Ben for potential temperature at 5.5 km above
ground level, meaning that error variance is comparable to the magnitude of Bcl.

2.7.4 Observation Terms

2.7.4.1 Observation Data

Assimilated observation types and brief outlines of each data type are provided in Table 2.1.3.

2.7.4.2 Observation Error

The observation error covariance matrix is assumed to be diagonal, and cross-correlation between different
observations is not considered as it is in MA.

2.7.4.3 Observation Operators

The observation operator for surface observations (i.e., wind at a height of 10 m and temperature, relative
humidity at a height of 1.5 m) is based on the surface diagnostic scheme (Beljaars and Holtslag 1991) in the
LFM. In the tangent linear operator for surface observation, perturbations of transfer coefficients for surface
fluxes are not considered in diagnostic equations.

The observation operator for brightness temperature is RTTOV-10.2 (Saunders et al. 2012), but perturba-
tions of surface elements and ozone are ignored as inputs to the RTTOV tangent-linear model.

The observation operator for soil moisture is provided using a linear regression equation with coefficients
estimated from cumulative distribution function matching.

2.7.5 Parallelization

The data assimilation domain is two-dimensionally decomposed into blocks, each of which is assigned to an
MPI process. The loops for the y-direction and certain fused horizontal loops are forked via OMP paralleliza-
tion similar to that of the LFM (see Section 3.5.10). Observations are distributed to blocks according to their
location, and innovations are calculated in each process. In addition, the recursive filter method is parallelized
using decomposed blocks.

In calculation of minimization, the inner product of general vectors in the L-BFGS (Nocedal and Wright
2006) is determined for each block, and loops for observations and model variables are forked via OMP paral-
lelization.

2.8 Snow Depth Analysis

2.8.1 Global Snow Depth Analysis

The global snow depth analysis is executed every day as a part of cycle run analysis of the Global Analysis
( Table 2.1.1 ) at 18 UTC. Daily averaged global snow depth data at the resolution same as of the Global
Analysis ( TL959: grid roughly equivalent to 0.1875◦ (20 km) ) are analyzed using the forecast snow depth
fields, the satellite snow-cover product and SYNOP snow depth data. Analysis involves two-dimensional
optimal interpolation (2D-OI).
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The satellite snow-cover product is retrieved in the 0.25◦ × 0.25◦ latitude/longitude grid from microwave
imager radiances6 with the same scheme as used for JRA-55 (Kobayashi et al. 2015). In the algorithm, regions
where the observation satisfies the following criteria are considered to be covered by snow7:

Tb (19GHz,V) < 265K

Tb (19GHz,H) − Tb (37GHz,H) > threshold (H)

Tb (19GHz,V) − Tb (37GHz,V) > threshold (V)

where Tb is the brightness temperature, H and V are the horizontal and vertical channels, respectively. Thresh-
olds (H, V) should be 0 K for ideal snow but in practice need to be adjusted depending on the snow and surface
condition. Accordingly, those values are determined for each region, vegetation, and month. For grid with no
satellite radiance for not more than 3 days, past snow-cover product is used. For grid with no satellite radiance
more than 3 days, missing value is used.

The first guess snow depth fields used in 2D-OI are estimated mainly from the satellite snow-cover product
and the forecast snow depth as below.

1. The satellite snow-cover product is interpolated in the grid for GSM.
2. The satellite snow-cover product is changed under some conditions. Grid point values in grids where

climatological probability of snow exceed 80 % and there is snow in forecast are set to values meaning
snow. Missing values are replaced to values meaning snow or no snow depending on climatological
probability of snow and forecast land surface temperature.

3. If there is snow in both the forecast and the satellite, the forecast snow depth is used as the first guess.
4. If there is no snow in the forecast or in the satellite, the first guess is set to 0 cm.

This first guess and observations reported from SYNOP stations are handed over to the 2D-OI system for
the snow depth analysis. The spatial correlation coefficient for the background error, µkl, is based on Brasnett
(1999) and given by

µkl = α(rkl)β(∆zkl)

with the horizontal and vertical separation, rkl and ∆zkl between points k and l. α(rkl) and β(∆zkl) are the
horizontal and vertical structure functions:

α(rkl) =
(
1 +

rkl

L

)
exp

(
− rkl

L

)
,

β(∆zkl) = exp

−
(
∆zkl

h

)2
 ,

where L and h are set to 100 km and 800 m, respectively. The ratio between standard deviations of observation
and background errors is set at 0.7. Grids on ocean are skipped in snow depth analysis. Grids where there is
no snow in both the forecast and the satellite are also skipped and the analysis are set to 0 cm. Grids where the
forecast ground surface temperature is above the freezing point and there is very few snow only in the forecast
or the satellite are also skipped and the analysis are set to 0 cm. Grids covering land ice are also skipped and
the analysis are set to the climatological values.

In each Global Analysis ( both early and cycle ) at 00, 06, 12 and 18 UTC, the latest snow depth anal-
ysis is copied. This analysis around Japan are replaced by inverse distance weighted interpolation of latest
observations reported from SYNOP and AMeDAS stations. Finally, snow depth are converted to snow water
equivalents as an initial condition for the land-surface process (see Subsection 3.2.10) in the GSM.

6 SSMIS ( DMSP F-17, F-18 ) and AMSR2 ( GCOM-W1 ) are used.
7There are some typographical errors in Kobayashi et al. (2015).
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2.8.2 Mesoscale Snow Depth Analysis

In the Meso Scale Model (MSM, Section 3.5), snow cover data are used to gauge the status of ground snow,
with depths exceeding 5 cm in individual grid squares being classified as snow-covered. Snow depth analysis
data are produced via a two-dimensional OI (2D-OI) in the high-resolution snow depth analysis system. The
first guesses for 2D-OI are set using an offline version of the land surface model (LSM) with the same domain
and grid spacing as the MSM. The offline LSM and the 2D-OI are outlined below.

The offline LSM, which includes a multi-layer snowpack model, simulates typical snow processes such
as accumulation, compaction and ablation. The atmospheric forcing data necessary to drive the LSM are air
temperature and wind velocity at the lowest atmospheric model level and radiative fluxes toward the surface as
predicted by the MSM. Radar/Raingauge Analyzed Precipitation data (see Subsection 4.4.1) are used as rain
and snowfall inputs to the LSM.

The model first guesses and observations reported from SYNOP and AMeDAS stations are handed over
to the 2D-OI system in the snow depth analysis system. The methodology of OI is based on Brasnett (1999),
where the correlation coefficient, µkl, is given by

µkl = α(rkl)β(∆zkl) (2.8.1)

with the horizontal and vertical separation, rkl and ∆zkl between points k and l. α(rkl) and β(∆zkl) are the
horizontal and vertical structure functions:

α(rkl) =
(
1 +

rkl

L

)
exp

(
− rkl

L

)
, (2.8.2)

β(∆zkl) = exp

−
(
∆zkl

h

)2
 , (2.8.3)

where L and h are set to 25 km and 500 m, respectively. The standard deviations of observation and background
errors are set at 4 and 3 cm, respectively.

2.9 Soil Moisture Analysis

Global soil moisture analysis is performed as part of Global Analysis (Table 2.1.1) every six hours. Soil
moisture fields for the first three soil layers are analyzed via a simplified Extended Kalman Filter (EKF) (Hess
2001, de Rosnay et al. 2013) using first-guess forecasts of soil moisture and analyzed screen-level temperature
and relative humidity.

In this EKF, the analyzed state vector xa at time ti is calculated for each grid point as

xa(ti) = xb(ti) +Ki
[
yo(ti) − Hi(xb)

]
(2.9.1)

where xb, yo and Hi are the first-guess state vector, observation state vector and nonlinear observation operator,
respectively. In global soil moisture analysis, values (i.e., degrees of saturation) for the first three soil levels
(from the surface to a depth of 0.19 m) correspond to xa and xb. Analyzed screen-level temperature and relative
humidity are treated as yo. The Kalman gain matrix Ki is calculated as

Ki =
[
B−1 +Hi

TR−1Hi
]−1

Hi
TR−1 (2.9.2)

where B and R are background-error and observation-error covariance matrices, respectively. Following de
Rosnay et al. (2013), these are static and diagonal matrices composed of error variances for simplification. The
terms are based on soil moisture standard deviation σb = 0.02 m3/m3, and screen-level parameter standard
deviations of σT = 1 K for temperature and σRH = 4 % for relative humidity. Hi is a linearized observation
operator approximated from finite differences between perturbed and unperturbed forecasts based on a low-
resolution (TL319L128) version of GSM2103 (Table 3.1.1).
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The analyzed screen-level parameters are derived from two-dimensional optimal interpolation (2D-OI)
assimilating SYNOP observations. The spatial correlation coefficient for background error, µkl, is based on
Drusch and Viterbo (2007) as

µkl = α(rkl)β(∆zkl) (2.9.3)

with horizontal and vertical separation rkl and ∆zkl between points k and l. α(rkl) and β(∆zkl) are the horizontal
and vertical structure functions:

α(rkl) = exp
{
−1

2

( rkl

L

)2
}
, (2.9.4)

β(∆zkl) = exp

−
(
∆zkl

h

)2
 , (2.9.5)

where L and h are 200 km and 800 m, respectively. The standard deviations of background and observation
errors are 1.5 and 2 K for temperature and 5 and 10 % for relative humidity. In Eq. (2.9.1), the analysis
increments of screen-level parameters are used as background departures yo(ti) − Hi(xb).

2.10 Non-real-time Quality Control

2.10.1 GDPFS-RSMC Operational Activities

JMA is designated as a Regional Specialized Meteorological Center (RSMC) of the World Meteorological
Organization (WMO) Global Data-processing and Forecast System (GDPFS), and is known in this role as
RSMC Tokyo. In March 1991, WMO Commission for Basic Systems (CBS) designated RSMC Tokyo as
a lead center for monitoring the quality of land surface observations in Region II (Asia). As a part of its
operational activities, JMA produces a six-monthly report containing a consolidated list of stations suspected
of reporting low-quality observation data on station level pressure, mean sea level pressure and geopotential
height during the six-month periods ending June and December. This report is available on JMA’s website8.

RSMC Tokyo also produces monthly statistics on the quality of all observations received in time for use
in its final global analyses. Copies of these reports are provided to major GDPFS centers and to the WMO
Secretariat. The reports are also available on JMA’s website9.

Data quality evaluation is based on differences between observations and first guess fields (three to nine-
hour forecasts) from the global model. Standard procedures and formats for the exchange of monitoring results
are given in the Manual on GDPFS (WMO-No.485).

2.10.2 WDQMS Operational Activities

The WMO Integrated Global Observing System (WIGOS) is a framework for all WMO observing systems and
WMO contributions to co-sponsored observing systems in support of all WMO Programmes and activities. At
WIGOS workshops on Quality Monitoring and Incident Management held in December 2014 and December
2015, plans were developed for a WIGOS Data Quality Monitoring System (WDQMS). The Task Team on
WDQMS (TT-WDQMS) is working to develop the WDQMS under the Inter-Commission Coordination Group
on WIGOS. Four NWP centers (European Centre for Medium-Range Weather Forecasts (ECMWF), National
Centers for Environmental Prediction (NCEP), JMA and Deutscher Wetterdienst (DWD)) contribute to the
NWP Quality Monitoring Pilot Project on WDQMS, providing monitoring output in near-real time to the
WMO Secretariat. Contributions began with surface pressure data, and now also include information on surface
humidity, wind, temperature and upper-air soundings.

8http://qc.kishou.go.jp/clsf.html
9http://qc.kishou.go.jp/mmr.html
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2.10.3 Blacklist Management
As mentioned in Section 2.3, low quality observational data can result in significant forecast degradation. The
cause of low quality may be instrumental failure, which can continue for a long time. Such observation data
should be excluded in the first step of QC, and a blacklist is kept to meet this need. Blacklist management is
one of the most important activities in QC. The quality of all observations is evaluated based on differences
between observations and first guess fields from the global model (three to nine-hour forecasts), the meso-scale
model (zero to three-hour forecasts) and the local forecast model (one-hour forecasts). Providers of problematic
observation data are added to the blacklist.

2.11 Climate Data Assimilation System
For climate system monitoring and seasonal prediction, it is essential to comprehend both current and past
climate conditions accurately and consistently over a long period of time. To this end, a high-quality, spatio-
temporally homogeneous long-term climate dataset based on reanalysis of past observations using a state-of-
the-art NWP technique is maintained.

JMA conducted its second global atmospheric reanalysis (the Japanese 55-year Reanalysis, or JRA-55;
Kobayashi et al. 2015) covering the period from 1958, when regular radiosonde observations began on a
global basis. Production is continued to the present on a near-real-time basis as an operational climate data
assimilation system, thereby supporting real-time climate monitoring and seasonal prediction. JRA-55 data
are also used in various research and development activities at JMA and in wider communities of fundamen-
tal academic fields such as meteorology, climatology and oceanography, practical application fields such as
agricultural meteorology and renewable energy, and other areas.

The data assimilation system used to produce JRA-55 data is described in Kobayashi et al. (2015). The sys-
tem is based on the TL319 version of JMA’s operational data assimilation system as of December 2009 (JMA
2007, 2013), and features numerous improvements made since Japan’s first global atmospheric reanalysis (the
Japanese 25-year Reanalysis, or JRA-25; Onogi et al. 2007). These include a revised longwave radiation
scheme, a 4D-Var data assimilation system and a variational bias correction scheme for satellite radiances.
The system also incorporates several newly available observational datasets produced as a result of ongoing
efforts to improve the quality of past observation data, including homogenization of radiosonde temperature
observations (Haimberger et al. 2008, 2012) and reprocessing of satellite data at major meteorological satellite
centers (e.g. van de Berg et al. 2002; Oyama 2010).

These improvements make JRA-55 products considerably superior to JRA-25 products. Two major issues
with JRA-25 (a cold bias in the lower stratosphere and a dry bias in the Amazon basin) are mitigated in JRA-
55, and the temporal consistency of temperature analysis is considerably better than in previous reanalysis
products.
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Chapter 3

Numerical Weather Prediction Models

3.1 Summary
JMA operates NWP models to meet various kinds of requirements on weather forecasting. The suite of the
NWP models covers a wide temporal range of forecast periods from a few hours to two seasons providing a
seamless sequence of products for the public. The following is a brief description of the major NWP models.

1. The Global Spectral Model (GSM) produces 132-hour forecasts four times a day (00, 06, 12 and 18
UTC) to support short-range forecasting (up to three days ahead) and tropical cyclone forecasts and to
provide lateral boundary conditions for the Meso-Scale Model (MSM). The GSM forecasts at 00 and
12 UTC are extended to 264 hours (11 days) to support one-week forecasting. The specifications of the
GSM are shown in Table 3.1.1 and a description is given in Section 3.2.

2. The Global Ensemble Prediction System (GEPS) produces seamless short to extended-range forecasts up
to 34 days ahead with uncertainty for applications such as tropical cyclone forecasts, one-week forecasts
and one-month forecasts as well as issuance of Early Warning Information on Extreme Weather. In
addition, the Seasonal EPS system produces seven-month forecasts to support three-month forecasts,
warm- and cold-season outlooks and El Niño outlooks. The specifications and other details of the GEPS
are outlined in Section 3.3, and the coupled atmosphere-ocean general circulation model used in the
Seasonal EPS system is described in Section 3.4.

3. The MSM produces 39-hour forecasts eight times a day (00, 03, 06, 09, 12, 15, 18 and 21 UTC) to sup-
port disaster prevention, very short-range precipitation forecasts and aviation forecasts, and also provides
lateral boundary conditions for the Local Forecast Model (LFM). The MSM forecasts at 00 and 12 UTC
are extended to 51 hours. The specifications of the MSM are shown in Table 3.1.2, and a description is
given in Section 3.5.

4. The Meso-Scale Ensemble Prediction System (MEPS) produces 39-hour forecasts four times a day (00,
06, 12 and 18 UTC) to provide uncertainty of the MSM prediction. The specifications and other details
of the MEPS are outlined in Section 3.6.

5. The LFM produces ten-hour forecasts 24 times a day on the hour to support aviation forecasts, disaster
prevention and very short-range precipitation forecasts. Its specifications are shown in Table 3.1.3, and
a description is given in Section 3.7.

JMA operates a global atmospheric transport and dispersion model (Section 3.8) to support its RSMC
activities for nuclear environmental emergency response. The model is executed on request in coordination
with the World Meteorological Organization (WMO).

JMA also operates four kinds of Chemical Transport Models (CTMs) (Section 3.9 and Section 3.10). The
Aerosol CTM produces 96-hour forecasts of atmospheric distribution for airborne Kosa (Aeolian dust), which
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arrives seasonally from the Eurasian Continent. The global CTM produces 120-hour forecast of Ultra Violet
(UV) index distribution, and the regional CTM and local CTM which is nested from the regional CTM produce
72-hour and 51-hour forecasts respectively of photochemical oxidants. These models are operated once a day
at 12 UTC. The radiative transfer model is also used for UV index information.

The operational verification procedure is outlined in Section 3.11. An atmospheric transport model (Section
3.12) is operated to create information on the extent and movement of volcanic ash.

Table 3.1.1: Specifications of Global Spectral Model (GSM)
System
Model (version) Global Spectral Model (GSM2103)
Date of implementation December 1987 (Latest version: 30 March 2021)
Configuration
Horizontal resolution Spectral triangular 959 (TL959), reduced Gaussian grid system,
(Grid spacing) roughly equivalent to 0.1875 ×0.1875◦ (20 km) in latitude and longitude
Vertical resolution 128 stretched sigma pressure hybrid levels (0.01 hPa)
(model top)
Forecast length 132 hours (06 and 18 UTC) and 264 hours (00 and 12 UTC)
(initial time)
Coupling to ocean / wave /
sea ice models

–

Integration time step 400 seconds
Initial conditions
Data assimilation Hybrid Four-dimensional variational (4D-Var) method using the Local Ensemble

Transform Kalman Filter (LETKF)
Surface boundary conditions
Treatment of sea surface Climatological sea surface temperature with daily analysis anomaly

Climatological sea ice concentration with daily analysis anomaly
Land surface analysis Snow depth: two-dimensional optimal interpolation scheme using the first guess

estimated from the satellite observation and the model forecast
Temperature: first guess
Soil moisture: simplified extended Kalman filter scheme

Other details
Land surface and soil GSM land model based on the Simple Biosphere (SiB) scheme
Radiation Two-stream with delta-Eddington approximation for short wave (hourly)

Two-stream absorption approximation method for long wave (hourly)
Numerical techniques Spectral (spherical harmonics) in horizontal, finite differences in vertical

Two-time-level, semi-Lagrangian, semi-implicit time integration scheme
Hydrostatic approximation

Planetary boundary layer Hybrid scheme combining Mellor and Yamada level-2 turbulence closure with
local eddy diffusivity model
Similarity theory in bulk formulae for surface layer

Convection Prognostic Arakawa-Schubert cumulus parameterization
Cloud PDF-based cloud parameterization
Subgrid orography Low-level blocked-flow drag, gravity wave drag and turbulent orographic form

drag schemes
Non-orographic gravity
wave drag

Spectral gravity wave forcing scheme
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Table 3.1.2: Specifications of Meso-scale Model (MSM)
System
Model (version) Meso-scale Model (forecast model: ASUCA)
Date of implementation 1 March 2001 (Last version: 22 March 2022)
Configuration
Domain Japan, Lambert projection, 817 × 661 grid points
Horizontal resolution 5 km at 60◦N and 30◦N (standard parallels)
(Grid spacing)
Vertical resolution 96 stretched height hybrid levels (37.5 km)
(model top)
Forecast length 51 hours (00 and 12 UTC) and 39 hours (03, 06, 09, 15, 18 and 21 UTC)
(initial time)
Coupling to ocean / wave /
sea ice models

–

Integration time step 100/3 seconds (3-stage Runge-Kutta method)
Initial conditions
Data assimilation 4D-Var analysis with mixing ratios of cloud water, cloud ice, rain, snow and

graupel derived from preceding forecasts in consideration of consistency with
the analysis field of relative humidity

Surface boundary conditions
Sea surface temperature Analyzed SST (variation due to atmospheric forcing is considered by ocean

mixed layer model) and sea-ice distribution
Land surface analysis Climatological values of evaporability, roughness length and albedo

Snow cover analysis over Japan using a land surface model
Lateral boundary conditions
Model providing lateral
boundary conditions

GSM

Lateral boundary condition
update frequency

4 times/day, 00 – 45-hour GSM forecasts initialized at 00/06/12/18 UTC for
(03 and 06)/09/(15 and 18)/21 UTC forecasts and 00 – 57-hour GSM forecasts
initialized at 06/18 UTC for 12/00 UTC forecasts

Other details
Soil scheme Ground temperature prediction using an eight-layer ground model

Evaporability prediction initialized using climatological values depending on lo-
cation and season

Radiation Short wave: two-stream with delta-Eddington approximation (every 15 minutes)
Long wave: two-stream absorption approximation method (every 15 minutes)

Large-scale dynamics Finite volume method with Arakawa-C-type staggered coordinates,
a horizontally explicit and vertically implicit time integration scheme,
combined third- and first-order upwind finite difference schemes in flux form
with a limiter as proposed by Koren (1993) in advection treatment for mono-
tonicity,
a time-splitting of vertical advection
Fully compressible non-hydrostatic equations

Planetary boundary layer Mellor-Yamada-Nakanishi-Niino Level-3 scheme
Similarity theory in bulk formulae for surface layer

Convection Kain-Fritsch convection scheme
Cloud/microphysics Three-ice bulk cloud microphysics

Consideration of PDF-based cloud distribution in microphysics
Time-split treatment for rain and graupel precipitation
Cloud water and cloud cover diagnosed using a partial condensation scheme

Orography Mean orography smoothed to eliminate shortest-wave components
Horizontal diffusion –
Gravity wave drag –
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Table 3.1.3: Specifications of Local Forecast Model (LFM)
System
Model (version) Local Forecast Model (forecast model: ASUCA)
Date of implementation 30 August 2012 (Last version: 22 March 2022)
Configuration
Domain Japan, Lambert projection, 1,531 × 1,301 grid points
Horizontal resolution 2 km at 60◦N and 30◦N (standard parallels)
(Grid spacing)
Vertical resolution 76 stretched height hybrid levels (21.8 km)
(model top)
Forecast length 10 hours (00, 01, 02, 03, 04, 05, 06, 07, 08, 09, 10, 11, 12, 13, 14, 15, 16, 17, 18,

19, 20, 21, 22 and 23 UTC)
(initial time)
Coupling to ocean / wave /
sea ice models

–

Integration time step 12 seconds
Initial conditions
Data assimilation LA produces initial conditions via a three-hour analysis cycle based on hourly

assimilation with hybrid 3D-Var and one-hour forecasts
Surface boundary conditions
Sea surface temperature Analyzed SST (fixed during time integration) and sea-ice distribution
Land surface analysis Climatological values of evaporability, roughness length and albedo

Snow cover analysis from MSM
Lateral boundary conditions
Model providing lateral
boundary conditions

MSM

Lateral boundary condition
update frequency

8 times/day, 00 – 13-hour forecasts using the latest MSM information

Other details
Soil scheme Ground temperature prediction using an eight-layer ground model

Evaporability prediction initialized using climatological values depending on lo-
cation and season

Radiation Short wave: two-stream with delta-Eddington approximation (every 15 minutes)
Long wave: two-stream absorption approximation method (every 15 minutes)

Large-scale dynamics Finite volume method with Arakawa-C-type staggered coordinates,
a horizontally explicit and vertically implicit time integration scheme,
combined third- and first-order upwind finite difference schemes in flux form
with a limiter as proposed by Koren (1993) in advection treatment for mono-
tonicity,
a time-splitting of vertical advection
Fully compressible non-hydrostatic equations

Planetary boundary layer Mellor-Yamada-Nakanishi-Niino Level-3 scheme
Similarity theory in bulk formulae for surface layer

Convection Convective initiation
Cloud/microphysics Three-ice bulk cloud microphysics

Time-split treatment for rain and graupel precipitation
Cloud water and cloud cover diagnosed using a partial condensation scheme

Orography Mean orography smoothed to eliminate shortest-wave components
Horizontal diffusion –
Gravity wave drag –
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3.2 Global Spectral Model (JMA-GSM2103)

3.2.1 Introduction

The Global Spectral Model (GSM) employs primitive equations to express resolvable motions and states of the
atmosphere. It also incorporates sophisticated parameterization schemes for physical processes. In the hori-
zontal, prognostic variables are spectrally discretized using triangular truncation at wave number 959 (TL959).
The corresponding transform grids cover about 0.1875◦ in both longitude and latitude. In the vertical, the
model has 128 layers up to 0.01 hPa.

JMA has operated GSM since March 1988. The model originally had a horizontal resolution of T63 and
16 vertical layers up to 10 hPa with a sigma coordinate system.

In a model upgrade implemented in November 1989, the truncation wave number and the number of vertical
layers were increased to T106 and 21, respectively, and a hybrid η vertical coordinate system was adopted.

In March 1996, the horizontal resolution was doubled to T213 and the number of vertical layers was
increased to 30. The cumulus parameterization was changed from a Kuo scheme to a prognostic Arakawa-
Schubert scheme.

In December 1999, the parameterization schemes underwent extensive refinement. Treatment of cloud
water content as a prognostic variable was introduced, and the moist convection process was improved.

In March 2001, the number of vertical layers was increased to 40 and the vertical domain was extended
up to 0.4 hPa. The model was highly parallelized to suit massively distributed-memory parallel computer
operation.

In February 2005, the Eulerian advection scheme was replaced with a semi-Lagrangian one, and the spectral
resolution was increased from T213 (quadratic grid) to TL319 (linear grid). Incremental non-linear normal
mode initialization and vertical mode initialization were also introduced.

In March 2006, operations at 06 and 18 UTC were begun with a forecast range of 36 hours in addition to
those conducted at 00 UTC with a forecast range of 90 hours and 12 UTC with a forecast range of 216 hours.

In November 2007, the horizontal resolution of GSM was enhanced to TL959, while the number of vertical
layers was increased to 60 and the vertical domain was extended up to 0.1 hPa (Iwamura and Kitagawa 2008;
Nakagawa 2009). The numerical integration scheme was upgraded from the three-time-level leap-frog scheme
to a two-time-level scheme. The forecasts run at 00, 06 and 18 UTC were altered to each cover a uniform period
of 84 hours. At the same time, the 20-km-resolution Regional Spectral Model (RSM) and the 24-km-resolution
Typhoon Model (TYM) were retired from operational use.

In August 2008, a reduced Gaussian grid was incorporated into GSM as a new dynamical core. This re-
moved redundant grid points at higher latitudes, thereby saving on computational resources (Miyamoto 2006).
Incremental non-linear normal mode initialization and vertical mode initialization were eliminated.

In December 2012, a relative humidity threshold was introduced to the diagnostic stratocumulus scheme
(Shimokobe 2012).

In March 2013, the coverage period of the forecast run at 12 UTC was extended from 216 to 264 hours.
In April 2013, the radiation scheme was improved by updating the coefficients used for the short-wave

parameterization of water vapor.
In March 2014, the number of vertical layers was increased to 100 and the vertical domain was extended up

to 0.01 hPa. The parameterization schemes for variables such as the boundary layer, radiation, non-orographic
gravity waves and deep convection were also revised (Yonehara et al. 2014).

In March 2016, various parameterization schemes such as deep convection, cloud, radiation, land model,
and sea surface were substantially revised (Yonehara et al. 2017).

In May 2017, the parameterization schemes underwent extensive refinement (Yonehara et al. 2018).
In June 2018, the coverage period of forecasts run at 00, 06 and 18 UTC was extended from 84 to 132

hours.
In March 2020, various parameterization schemes such as surface drag processes, land surface processes,

and surface albedo and stratocumulus on sea ice were refined (Yonehara et al. 2020).
In February 2021, the coverage period of forecasts run at 00 UTC was extended from 132 to 264 hours.
In March 2021, the number of vertical layers was increased to 128 (Ujiie et al. 2021).
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3.2.2 Dynamics

The GSM is based on the framework of a semi-implicit semi-Lagrangian global model. In order to reduce
the general shortcomings of semi-Lagrangian models (such as the lack of conservation properties and the high
computational cost of three-dimensional interpolations), a vertically conservative semi-Lagrangian scheme
(Yukimoto et al. 2011) is adopted for the GSM.

3.2.2.1 Governing Equations

The GSM is run on an η vertical coordinate system, which is a hybrid between pressure p and σ (σ = p/pS ,
where pS is surface pressure), implicitly defined as p = A(η)+B(η)pS . η ranges from 0 to 1; η = 1 corresponds
to the lower boundary (ground surface) and η = 0 corresponds to the upper boundary. The prognostic variables
(wind vector uuu = (u, v), temperature T , pressure p, specific humidity q and cloud water content qc) follow the
system of primitive equations in the η-coordinate system as follows:

duuu
dt
= − fzzz × uuu − (∇Φ + RdTV∇ ln p) + FuFuFu (3.2.1)

dT
dt
=

κTVω[
1 +

(
Cpν/Cpd − 1

)
q
]

p
+ FT (3.2.2)

dq
dt
= Fq (3.2.3)

dqc

dt
= Fc (3.2.4)
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)
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(
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∂p
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)
+
∂

∂η

(
η̇
∂p
∂η

)
= 0 (3.2.5)

Here, d/dt is a total derivative defined as d/dt = ∂/∂t + uuu · ∇ + η̇∂/∂η, and ∇ is a horizontal gradient operator.
The other notations used above are conventional: zzz is the unit vertical vector, TV is the virtual temperature, f
is the Coriolis parameter, Rd is the gas constant for dry air, and κ = Rd/Cpd. Cpd is the specific heat capacity at
the constant pressure of dry air and Cpv is the specific heat capacity at the constant pressure of water vapor. FuFuFu,
FT , Fq and Fc are tendencies relating to parameterized processes. In addition, FuFuFu and FT include the effects
of horizontal diffusion (to be described later). Integrating Eq. (3.2.5) with respect to η using the boundary
conditions of η̇ = 0 at η = 0 and η = 1, η-velocity and ω are found:

η̇
∂p
∂η
= −∂p

∂t
−

∫ η

0
∇ ·

(
uuu
∂p
∂η′

)
dη′ (3.2.6)

ω ≡ dp
dt
= −

∫ η

0
∇ ·

(
uuu
∂p
∂η′

)
dη′ + uuu · ∇p (3.2.7)

The geopotential Φ is given by the following hydrostatic relation:

∂Φ

∂η
= −RdTV

∂ ln p
∂η

(3.2.8)

3.2.2.2 Vertical Finite Difference Scheme

The vertical finite difference scheme is coded by following Simmons and Burridge (1981). The prognostic
variables uuu, T , q and qc are defined on the full levels, while η (including vertical fluxes) is defined on half-
integer levels. Pressure on half-integer levels are expressed as

pk−1/2 = Ak−1/2 + Bk−1/2 pS (k = 1, 2, . . . , kmax) (3.2.9)
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Here, the level index k increases with height, kmax is the index of the highest model level, Ak−1/2 = A(ηk−1/2)
and Bk−1/2 = B(ηk−1/2). The profiles of Ak−1/2 and Bk−1/2 are determined by following Kawai et al. (2013).
A1/2 is set to zero so that the lowest level coincides with the ground surface, and values of Bk−1/2 above 60hPa
are set to zero so that these levels coincide with constant pressure surfaces. For intermediate levels, Ak−1/2 and
Bk−1/2 vary smoothly with k.

From the hydrostatic relation given by Eq. (3.2.8) the finite difference form of geopotential on the full level
is chosen as

Φk = ΦS +

k−1∑
k′=1

RdTVk′ ln
(

pk′−1/2

pk′+1/2

)
+ αkRdTVk (3.2.10)

αk =

1 − pk+1/2

δpk
ln

(
pk−1/2

pk+1/2

)
(1 ≤ k < kmax)

ln 2 (k = kmax)
(3.2.11)

Here, ΦS is the geopotential at the surface, and δpk = pk−1/2 − pk+1/2. The pressure gradient force term in Eq.
(3.2.1) and the adiabatic heating rate term in Eq. (3.2.2) can then be written in discretized form as
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 (3.2.13)

respectively, where Cp is the specific heat capacity at the constant pressure of moist air, that defined as
Cp = [1 + (Cpv/Cpd − 1)q]Cpd. The vertical mass flux in Eq. (3.2.6) is discretized as

(
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)
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∂pS
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−
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l=1

∇ · (uuulδpl) −
kmax∑
l=k

∇ · (uuulδpl) (3.2.14)

3.2.2.3 Horizontal Grid

To mitigate the overconcentration of grid points at high latitudes and lower the computational cost, a reduced
Gaussian grid is adopted for the GSM. The number of east-west grid points at each latitude is determined
based on the magnitude of associated Legendre functions, which is negligibly small at high latitudes and in
high orders. With this method, the computational cost of Legendre transformation can also be reduced (Juang
2004). The number of east-west grid points is in fact restricted by FFT package specifications, the number of
east-west decompositions in parallelization (as described in 3.2.10) and the interval of coarser radiation grids
(as shown in 3.2.3).

3.2.2.4 Semi-implicit Semi-Lagrangian Formulation

Prior to the time integration, the forecast equations (Eq. (3.2.1) - Eq. (3.2.5)) are rewritten in the form of
dH X/dt = ∂X/∂t + uuu · ∇X = R with vertical advection terms incorporated into R on the right-hand side. These
equations are integrated with respect to time along the trajectory of the parcel from the departure point D at
time t to the arrival point A at time t + δt. The linear term L separated from the forcing term R is treated semi-
implicitly (i.e. using a trapezoidal rule), and the remaining R, including vertical advection terms, are treated
with spatial averaging (Tanguay et al. 1992).
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The resulting linear terms are slightly amplified by the factor β = 1.2 for computational stability, and the
following is obtained:

XA+ − XD0 = δt
RA0 + RD(+)

2
+ δtβ

[
LA+ + LD−

2
− LA0 + LD0

2

]
(3.2.15)

Superscript A represents the arrival point xxxi j assumed to be on the Gaussian grid, and D is the departure
point xxxi j − ααα (the displacement vector ααα, whose calculation will be described later). The abbreviations used
above are the same as those for XA+ = X(xxx, t + δt), XD0 = X(xxx − ααα, t), RA0 = R(xxx, t), RD(+) = R(xxx − ααα, t + δt)
and others. RD(+) is calculated based on extrapolation with respect to time. Rearranging the terms of the above
equations gives a system of linear equations for the unknown values XA+:
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2
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δt
2

{
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(
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)}]D

+
δt
2

[
R0 − βL0

]A
(3.2.16)

3.2.2.5 Vertically Conservative Semi-Lagrangian Scheme

Yoshimura and Matsumura (2003, 2004) developed a vertically conservative semi-Lagrangian scheme in which
vertical advection is treated separately from horizontal advection so that conserved quantities such as water
vapor under non-dissipative conditions are preserved in the vertical direction. Processing advection separately
in the horizontal and vertical directions also reduces the model’s cost of interpolation.

Eq. (3.2.16) can be reformulated with flux forms appropriate for a scheme in which vertical advection can
retain conservative properties. Beginning with Eq. (3.2.5) and Eq. (3.2.1) - Eq. (3.2.4), rewriting is performed
as follows:
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Here, X represents uuu, TV , q and qc, and RX = dX/dt. The parallel nature of these equations is easily recog-
nizable. The first term on the right hand side of these equations represents the increase caused by horizontal
convergence, and the second term is the increase caused by vertical flux convergence. With respect to the
latter, where q and qc being conservative when RX = 0, devising a vertically integrated quantity that remains
unchanged in vertical advection appears to be a promising approach. A simple outline of the procedure is given
here for specific humidity q without Rq.

Vertical discretization and time integration during the period δt described earlier give the following equa-
tions with the omission of terms related to the semi-implicit method for reasons of simplicity:
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1
2

(qη̇ ∂p
∂η

)
k+1/2

−
(
qη̇
∂p
∂η

)
k−1/2

(+)

δt

D

+

−1
2

q+k (Dkδpk)0 δt +
1
2

(qη̇ ∂p
∂η

)
k+1/2

−
(
qη̇
∂p
∂η

)
k−1/2

0

δt

A

(3.2.20)

pk−1/2 =

kmax∑
k′=k

δpk′ , (k = 1, 2, . . . , kmax) (3.2.21)
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Here, the vertically cumulative quantity Q is defined as follows:

Qk−1/2 =

kmax∑
k′=k

δQk′ , δQk = qkδpk, (k = 1, 2, . . . , kmax + 1) (3.2.22)

Eq. (3.2.20) rewritten for δQk is found to be similar to Eq. (3.2.19) for δpk, and there is a clear correspondence
between Q and p. Computation of Q can therefore be carried out in the five steps outlined below in a fashion
parallel to that of p. The first two steps concern the operations inside the square brackets [. . .]D in the above
equations. The third step involves the calculation of variables at departure points based on interpolation. The
fourth and the fifth steps are similar to the first two, but for the operations in the square brackets [. . .]A.

1. First step: Horizontal divergence is calculated. As the mass of each layer δpk varies to δp′k, the half-level
pressure values pk−1/2 by which layers are bound also shift to p′k−1/2, which can be computed using Eq.
(3.2.21). The values of qk remain constant under the horizontal convergence q′k = qk.

2. Second step: Vertical flux convergence is calculated using Eq. (3.2.14) as in the Eulerian scheme. In
the same way as in the first step, δp′k varies to δp′′k , and the values of p′k−1/2 shift to p′′k−1/2 except k = 1
(p′1/2 = p′′1/2). In this step, the shift in Q′k−1/2 caused by the vertical flux convergence is computed
based on interpolation from Q′k−1/2(p′k−1/2) using Q′′k−1/2 = Q′k−1/2(p′′k−1/2). This procedure ensures the
conservation of the total mass-weighted integral Q′1/2 = Q′′1/2, because p′1/2 = p′′1/2 holds and the other
values of p′′k−1/2 (k = 2, 3, . . . , kmax) merely have their intervals changed in the vertical column. New
values of q′′k are computed using δQ′′k and δp′′k with Eq. (3.2.22).

3. Third step: Horizontal advection is incorporated by computing (δpk)D and qD
k via quasi-cubic interpola-

tion.

4. Forth step: Vertical flux convergence is calculated at the arrival point via the second step.

5. Fifth step: Horizontal divergence is calculated at the arrival point via the first step.

The time-integration of q and qc is completed based on these five steps, and that of uuu, TV and pS is followed
by the semi-implicit calculation shown in Eq. (3.2.16).

3.2.2.6 Departure Point Determination

The displacement vector ααα (as yet undetermined) obeys the implicit equation

ααα = δt
{

uuuk(xxxi j −ααα, t + δt) + uuuk(xxxi j, t)
2

}
(3.2.23)

which expresses that the horizontal advection during the time interval δt is related to the average of future
time-step wind value at the departure point and current time-step wind value at the arrival point (SETTLS;
Hortal 2002). To improve stability, a method based on wind integrated in a semi-Lagrangian scheme rather
than the time extrapolated wind is adopted (Yoshimura 2002). This implicit equation is solved by successive
insertions ofααα. For the computation of these vector components, it is considered that the axes of the local coor-
dinates (λ, φ) rotate due to the spherical metric as a parcel advances along a trajectory, as is the case whenever
horizontal vector components are interpolated on a sphere. The wind at the departure point is computed from
linear interpolation except for the last third of the iteration, for which a quasi-cubic approach is used.

3.2.2.7 Spectral Method and Horizontal Diffusion

Spectral variables (i.e. vorticity ζ(= zzz · ∇ × uuu), divergence D(= ∇ · uuu), TV and ln(pS )) are expanded in terms
of spherical harmonics with triangular truncation. In accordance with the framework of the semi-Lagrangian
scheme, a linear Gaussian transformation grid is used. Solutions of horizontal Helmholtz equations (derived
when Eq. (3.2.16) is solved for D), horizontal diffusion and variables such as the differentials on the sphere are
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calculated using the spectral method (Bourke 1974; Hoskins and Simmons 1975). The remaining variables q
and qc are defined only on grid points.

To prevent the accumulation of small scale noise (spectral blocking), fourth-order linear horizontal diffusion
is applied to ζ, D and TV :

(
∂ζ

∂t

)
hdiff,4th

= −K4th

(
∇4 − 4

a4

)
ζ (3.2.24a)(

∂D
∂t

)
hdiff,4th

= −K4th∇4D (3.2.24b)(
∂TV

∂t

)
hdiff,4th

= −K4th∇4
[
TV −

∂T̄V

∂p̄
p
]
= −K4th∇4

[
TV −

∂T̄V

∂p̄
B(η)pS

]
(3.2.24c)

Here, K4th is the diffusion coefficient for the fourth-order horizontal diffusion and a is the radius of the earth.
Bars over variables indicate the global average on the η-surface. Angular momentum conservation does not
allow the horizontal diffusion process to work on vorticity with total wave number 1 as shown by Eq. (3.2.24a).
Diffusion for virtual temperature is modified to work on the constant pressure surface; otherwise, diffusion on
a declining η-surface may produce spurious mixing along steep mountain slopes. K4th is chosen so that the
power spectrum of enstrophy coincides with that expected based on the two-dimensional turbulence theory.

To provide a sponge layer that absorbs waves incident on the upper boundary, second-order linear horizontal
diffusion is applied to the divergence term D in layers above 30hPa:(

∂D
∂t

)
hdiff,2nd

= −K2nd∇2D (3.2.25a)

K2nd = K0 sin2
(
π

2
ln p − ln pbtm

ln ptop − ln pbtm

)
(3.2.25b)

Here, K0 is the base diffusion coefficient for second-order horizontal diffusion, ptop is the pressure at the
highest model level ( 0.01hPa ), and pbtm is the pressure at the altitude where the sponge layer begins ( 30hPa
). To suppress wave reflection at the upper boundary, K2nd is gradually enhanced with height as shown by
Eq. (3.2.25b). K0 is determined experimentally so that spurious wave reflections at the upper boundary can be
appropriately removed.

These fourth and second-order horizontal diffusion terms are calculated backward and implicitly in spectral
forms as an independent step after semi-implicit time integration.

3.2.3 Radiation
The radiative heating rate is computed as the divergence of net radiation fluxes:(

∂T
∂t

)
rad
=

g
Cp

∂F
∂p

(3.2.26)

where F (= F↑ − F↓) is the net radiation flux, F↑ (F↓) is the upwelling (downwelling) radiation flux, g is the
acceleration of gravity and Cp is the specific heat at the constant pressure of moist air.

Solving the radiative transfer equation is computationally very expensive. To reduce this burden, full
radiation computation is performed only once an hour for longwave and shortwave on a coarser (reduced
radiation) grid. The radiative heating rates associated with longwave and shortwave radiation are corrected for
every time step using the surface temperature and the solar zenith angle, respectively.

3.2.3.1 Longwave Radiation

The two-stream radiation transfer method involving the absorption approximation approach (Yabu 2013) is
adopted for longwave flux and cooling rate computation. The spectrum in the longwave region is divided into
11 bands as shown in Table 3.2.1.
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Table 3.2.1: Band configuration for the longwave radiation scheme. The calculation approaches for absorp-
tion associated with atmospheric molecules are C-k (correlated k-distribution method) and S-k (k-distribution
method with scaling approximation). Notation in each parenthesis denotes gas overlap assumption (pf: per-
fectly correlated; no: perfectly uncorrelated; pt: partly correlated; cg: combined gas). The number of sub-bands
is also shown in each parenthesis.

Band Number 1 2 3a 3b 3c 4 5 6 7 8 9

Wavenumber (/cm) 25-340 340-540 540-620 620-720 720-800 800-980 980-1100 1100-1215 1215-1380 1380-1900 1900-3000

H2O(Line) S-k(6) S-k(6,pf) S-k(16,pf) S-k(4) C-k(16) S-k(6)

CO2

O3 C-k(16) C-k(16)

H2O(Continuum) S-k(16,pf) S-k(4,pf) S-k(16,pt) S-k(6,pf)

CO2

N2O S-k(6,pf) S-k(2,no)

CH4 S-k(2,no)

CFC-11,CFC-12,HCFC-22

Number of sub-bands 16 16 16 16 16 6 16 16 16(=4x2x2) 16 6

S-k(6,pf)

S-k(6,pf)

S-k(16,pf)

Major absorption gas

Minor absorption gas

C-k(16)
C-k(16,cg)

S-k(16,pt) S-k(6,pf)

In the two-stream method, downwelling (upwelling) radiation fluxes are calculated sequentially from the
model top (surface) as follows:

F↓k−1/2 = 0 (k = kmax + 1) (3.2.27a)

F↓k−1/2 = F↓k+1/2e−τk/µ + B↓k(1 − e−τk/µ) (k = kmax, · · · , 1) (3.2.27b)

F↑k−1/2 = Bs (k = 1) (3.2.27c)

F↑k−1/2 = F↑k−3/2e−τk−1/µ + B↑k−1(1 − e−τk−1/µ) (k = 2, · · · , kmax + 1) (3.2.27d)

where F↓k−1/2 (F↑k−1/2) is the downwelling (upwelling) radiation flux at the half-integer level k − 1/2, τk is the
optical thickness of the model layer k, B↓k (B↑k) is the downward (upward) effective Planck flux (Chou et al.
2001) at the model layer k, Bs is the Planck flux at the surface and 1/µ (= 1.66) is the diffusivity factor.

Depending on the absorber and the spectral band, absorption associated with atmospheric molecules is
evaluated using one of two k-distribution methods (see Table 3.2.1). The correlated k-distribution method (Fu
and Liou 1992) is applied to absorption dominant in the middle atmosphere. Absorption coefficients at 51
pressure levels between 1000 and 0.01 hPa are tabulated in advance based on the Line-By-Line calculation,
and gas absorption data are derived from HITRAN2000 (Rothman et al. 2003). The k-distribution method with
scaling approximation (Chou et al. 2001) is applied to absorption with a Lorentzian line shape assumed, and
only one absorption coefficient at a specified pressure level (500 hPa) is prepared. This method is also applied
to H2O continuum absorption based on the MT-CKD model with scaling parameters from Zhong and Haigh
(1995).

To handle the overlapping of gas absorption within each band, one of three assumptions (perfectly corre-
lated, perfectly uncorrelated and partly correlated) (Zhang et al. 2003) is made other than that for CO2 and
H2O in the 540–800 cm−1 region, which is handled using the direct combined gas mapping approach of Li and
Barker (2005) (see Table 3.2.1).

Maximum-random cloud overlapping (Geleyn and Hollingsworth 1979) is assumed in the longwave ra-
diation scheme, and is implemented to the two-stream method as per Li (2002). Cloud optical thickness is
parameterized as per Lindner and Li (2000) for liquid droplets and as per Ebert and Curry (1992) for ice
particles.

3.2.3.2 Shortwave Radiation

Shortwave scattering and absorption are modeled in two-stream formulation using the delta-Eddington approx-
imation (Joseph et al. 1976; Coakley et al. 1983). The spectrum in the shortwave region is divided into 16 bands
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(10 in ultraviolet, 5 in visible and 1 in near-infrared) based on Freidenreich and Ramaswamy (1999), while ab-
sorption by water vapor in the near-infrared region is calculated via exponential-sum fitting of transmissions
method with seven sub-bands based on Collins et al. (2006).

Assuming a plane-parallel atmosphere, diffuse radiation fluxes are derived from the following simultaneous
equations (Meador and Weaver 1980):

dF↑

dτ
= γ1F↑ − γ2F↓ − γ3ω0S 0e−τ/µ0 (3.2.28a)

dF↓

dτ
= γ2F↑ − γ1F↓ + (1 − γ3)ω0S 0e−τ/µ0 (3.2.28b)

where τ is the optical thickness, ω0 is the single scattering albedo and S 0 is the incident solar irradiance in the
direction µ0 (the cosine of the solar zenith angle). The coefficients γi (i = 1, · · · , 3) are given by

γ1 =
1
4

[7 − ω0(4 + 3g)], γ2 = −
1
4

[1 − ω0(4 − 3g)], γ3 =
1
4

(2 − 3gµ0) (3.2.29)

where g is the asymmetry factor. In the delta-Eddington method, solar optical properties such as τ, ω0 and g
are adjusted using the fraction of forward-scattering peak f :

τ′ = (1 − ω0 f )τ, ω′0 =
(1 − f )ω0

1 − ω0 f
, g′ =

g − f
1 − f

(3.2.30)

The shortwave radiation flux in each column is calculated using the Practical Independent Column Approx-
imation (PICA; Nagasawa 2012) method, which is a simplified ICA approach based on Collins (2001). The
total shortwave radiation flux F is given as a weighted average of the fluxes in each subcolumn as follows:

F =
1

Atot

Nmax∑
i=1

AiFi (3.2.31)

where Atot is the total area of the relevant subcolumns, Ai is the fractional area of each subcolumn, Fi is the
flux in each subcolumn and Nmax is the maximum number of subcolumns. The binary cloud configuration in
the column is given by cloud cover assuming maximum-random cloud overlapping.

The reflectance and transmittance of the layer are calculated as functions of the total optical thickness τtotal,
the total single scattering albedo ω0 total and the total asymmetry factor gtotal of the layer:

τtotal = τR + τg + τa + τc (3.2.32a)

ω0 total =
τR + ω0aτa + ω0cτc

τR + τg + τa + τc
(3.2.32b)

gtotal =
gaω0aτa + gcω0cτc

τR + ω0aτa + ω0cτc
(3.2.32c)

where the subscripts R, g, a and c denote molecular Rayleigh scattering, gaseous absorption, and Mie scatter-
ing/absorption caused by aerosols and clouds, respectively.

The cloud optical properties are parameterized following Dobbie et al. (1999) for liquid droplets and Ebert
and Curry (1992) for ice particles.

3.2.3.3 Gas Concentrations and Aerosol Climatology

The radiatively active gases considered in the radiation scheme are water vapor, ozone, carbon dioxide, oxygen,
methane, nitrous oxide, CFC-11, CFC-12 and HCFC-22. Prognostic water vapor concentrations are used for
the troposphere, while climatological distribution based on Randel et al. (1998) is used for areas above it.
The three-dimensional monthly mean climatology of ozone concentration is derived from stratospheric ozone
Chemical Transport Model (CTM) calculation (see Subsection 3.9.4). Other radiatively active gases have
globally uniform concentrations as shown in Table 3.2.2.
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Table 3.2.2: Values of the globally uniform gas concentration (unit is ppmv).
CO2 O2 CH4 N2O CFC-11 CFC-12 HCFC-22
396 209490 1.824 0.3259 0.0003 0.0005 0.0002

In the radiation scheme, five aerosol types (sulfate, black carbon, organic carbon, sea salt and mineral
dust) are considered (Yabu et al. 2017). The three-dimensional monthly mean climatology of aerosol mass
concentration is derived from aerosol CTM calculation (see Subsection 3.8.3), and the optical properties of
these aerosols are pre-computed via Mie scattering calculation. The climatological distribution of total-column
values for aerosol optical depth (ATOD) is used in combination. Monthly mean ATOD climatology is derived
from Moderate Resolution Imaging Spectroradiometer (MODIS), Multi-angle Imaging Spectro-Radiometer
(MISR) and Ozone Monitoring Instrument (OMI) observations.

3.2.3.4 Cloud Properties

Two types of cloud are considered in the radiation scheme. One is stratiform cloud, whose properties (such
as cloud cover, cloud water content and cloud ice content) are provided by the cloud scheme. The other is
convective cloud, whose properties are diagnosed using the upward convective mass flux calculated in the
convection scheme. The effective radius of cloud liquid droplets re,liq [µm] is parameterized based on Martin
et al. (1994) as follows:

re,liq = 104
(

3CWC
4πρwkNTOT

)1/3

(3.2.33)

where CWC is the cloud water content [gm−3], NTOT is the number concentration of water cloud droplets
[cm−3], ρw is the density of water [gm−3] and k is a constant. NTOT is set as 100 and 300 cm−3 over ocean and
land areas, respectively. The effective radius of cloud ice particles re,ice [µm] depends on temperature T [K]
and cloud ice content IWC [gm−3] as follows (Wyser 1998):

B = −2 + 10−3(273 − T )1.5 log10
IWC
IWC0

re,ice = 377.4 + 203.3B + 37.91B2 + 2.3696B3 (3.2.34)

where IWC0 (= 50gm−3) is a constant.

3.2.4 Cumulus Convection
The GSM employs a spectral mass-flux convective parametrization scheme based on Arakawa and Schubert
(1974) and Moorthi and Suarez (1992). Prognostic closure based on Randall and Pan (1993) is used, although
many modifications are made to the original. In addition, a triggering mechanism based on the DCAPE concept
(Xie and Zhang 2000) is adopted to suppress excessive convective activity. Convective downdraft, convective
momentum transport and mid-level convection are also included in the scheme.

3.2.4.1 Convective Effect on Large-scale Variables

The convective effect on large-scale variables is estimated using the following equations:(
ρ
∂s
∂t

)
conv
=

∑
n

Du
n(su

n − s) + Dd(sd − s) +

∑
n

Mu
n − Md

 ∂s
∂z
− Lic − Lve − δEs (3.2.35)ρ∂h

∂t


conv
=

∑
n

Du
n(hu

n − h) + Dd(hd − h) +

∑
n

Mu
n − Md

 ∂h
∂z
− Lic − δEh (3.2.36)

where ρ is the density of air, s and h are dry and moist static energy, D is detrainment to the environment, Lv

and Li are the latent heat of vaporization and melting, e is the evaporation amount under the convective cloud
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base, and c is the melt amount. Details of δEs and δEh are provided in Subsection 3.2.4.2. The over-bar denotes
an environmental value, the superscripts u and d indicate updraft and downdraft respectively, and the subscript
n indicates each plume of an ensemble of convection. Multiple plumes are considered for updraft, and a single
plume is calculated for downdraft.

The first terms on the right of Eqs. (3.2.35) and (3.2.36) represent detrainment from updraft to the envi-
ronment, the second terms indicate detrainment from downdraft to the environment, the third represent com-
pensating subsidence, and the fourth represent the melting effect below freezing level. The fifth term in Eq.
(3.2.35) denotes the evaporation effect under the cloud base.

3.2.4.2 Cloud Model

Based on Arakawa and Schubert (1974), the ensemble effect of multiple cumulus types is considered.
The mass flux of each plume is expressed as

Mn = MBn(t)ηn(z) (3.2.37)

where MB is the mass flux at the cloud base and η is the normalized cloud mass flux, which is 1 at the cloud
base. The details of MB calculation are provided in Subsection 3.2.4.3.

The cloud base of each plume is fixed near 900 hPa in the model. Each type of cumulus is defined by
the level of the cloud top, where the updraft cloud mass loses buoyancy and detrainment occurs. The vertical
profile of the upward mass flux η is assumed to be a linear function of height z, as proposed by Moorthi and
Suarez (1992), and can be expressed as

ηn = 1 + λn(z − zb) (3.2.38)

where λ is the entrainment rate and zb is the cloud base height. λ is diagnosed using a condition in which each
plume loses buoyancy at its cloud top.

Cloud water content in the updraft is converted to precipitation, and the conversion is formulated as an
autoconversion scheme as proposed by Kessler (1969).

The mass flux below the cloud base is calculated based on Jakob and Siebesma (2003):

∂η

∂z
=

C
z
η (3.2.39)

where C is a constant set to 0.5.
The plume ascends with the entrainment rate obtained from Eq. (3.2.39) below the cloud base. Assuming

the occurrence of convection to be associated with positive subgrid scale fluctuations of temperature and mois-
ture, air with higher dry and moist static energy than the grid-mean environment is entrained into the plume.
δEs and δEh in Eqs. (3.2.35) and (3.2.36) represent the entrainment of excess energy to the updraft below the
cloud base.

3.2.4.3 Closure

Closure is based on Randall and Pan (1993), and numerous modifications are made to the original scheme. For
deep convection, the following prognostic equation is used to calculate the upward mass flux at the cloud base
MB for each plume (the subscript n is omitted for simplicity):

dMB

dt
= max

(
A − f A0

2α
, 0

)
min

(
λ

λmin
, 1

)
max (λmax, 0)

(
∆p
∆peff

)
− MB

2τd
(3.2.40)

where A denotes the cloud work function, A0 is the average of observed cloud work functions as given by Lord
and Arakawa (1980), ∆p is the depth of model cloud top layer, ∆peff is the effective depth of the cloud top,
and τd is the time constant of cumulus kinetic energy decay. The parameter f is introduced to incorporate the
effects of grid-scale vertical wind and convective inhibition. This is given by

f =
ω

ω0
+

Ai

Ai0
+ c (3.2.41)
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where ω denotes the vertical pressure velocity at the lowest level, Ai represents the work involved in lifting the
parcel to the level of free convection, and ω0, Ai0 and c are empirically determined constants. The constraint
0 ≦ f ≦ 2 is imposed to ensure realistic tendency of MB. In order to suppress tall cumuli in dry conditions and
incorporate the effects of turbulence in the planetary boundary layer, the parameter λmin is defined as follows:

λmin = max
(

0.9 − RH
0.2

, 10−3
)

0.3
5l0

(3.2.42)

where RH denotes the vertical mean of relative humidity between the cloud base and the cloud top, and l0
represents the mixing length of the planetary boundary layer. The parameter λmax is introduced to suppress tall
cumuli with unnaturally large entrainment rates, and is defined as

λmax = min
(
λ − λ2

λ1 − λ2
, 1

)
(3.2.43)

where λ1 = a1/ (zt − zb), λ2 = a2/ (zt − zb), zt is the cloud top height, and a1 and a2 are empirically determined
constants.

For shallow convection, a simplified version of Eq. (3.2.40) is adopted for closure.

3.2.4.4 Triggering Mechanism

The convective triggering mechanism proposed by Xie and Zhang (2000) known as the dynamic CAPE gener-
ation rate (DCAPE) is used in the cumulus parameterization. DCAPE is defined as follows:

DCAPE = (CAPE (T ∗, q∗) − CAPE (T, q)) /∆t (3.2.44)

where T is the temperature, q is the specific humidity, and (T ∗, q∗) are (T, q) plus the change caused by overall
large-scale advection over a certain time period ∆t (the integration time step used in the model). These values
are equivalent to (T, q) just after dynamics calculation. CAPE is defined as

CAPE =
∫ zLNB

zLFC

g
T u

v − Tv

Tv
dz (3.2.45)

where zLFC and zLNB are the height of the level of free convection and that of neutral buoyancy, respectively,
g is the acceleration of gravity, and Tv is the virtual temperature. The superscript u denotes a lifted air parcel.
Deep convection is prohibited when DCAPE does not exceed an empirically determined critical value.

3.2.4.5 Convective Downdraft

For reasons of economy, only one type of downdraft is assumed, while many types are considered in the updraft
scheme.

Downdraft is initiated at the level where the net upward mass flux is reduced to half that at the cloud base.
The downdraft mass flux Md at the cloud base is given by,

Md = 0.4MB (3.2.46)

where MB is the net mass flux at the cloud base of updraft as calculated using Eq. (3.2.40).
Entrainment from the environment is assumed to occur above the cloud base, while detrainment is assumed

to occur both above and below it. The entrainment and detrainment rates are set to the same constant value
above the cloud base, so that the mass flux of downdraft is constant with height.

3.2.4.6 Mid-level Convection

A mid-level convection scheme is incorporated to represent cumulus convection with a cloud base on a frontal
system in the extratropics. The height of the cloud base is given by the maximum moist static energy level in
the vertical column, and the cloud top is defined as the level where an air mass rising from the cloud base with
a constant entrainment rate loses buoyancy. Closure employs a simpler form of Eq. (3.2.40).
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3.2.4.7 Convective Momentum Transport

Convective momentum transport is parameterized in a different way from heat and moisture transport. A
multiple plume model is adopted both for updraft and downdraft. The entrainment and detrainment rates are
set to the same value both for updraft and downdraft between the cloud base and the cloud top, making each
mass flux constant with altitude. The magnitude of each updraft Mu

cn is set to the mass flux at the cloud base in
the heat and moisture transport scheme as calculated using Eq. (3.2.40), and the magnitude of the downdraft is
set to 0.4 × Mu

cn.

3.2.4.8 Melting and Re-evaporation of Precipitation

Melting of snow is calculated below freezing level, with formulation similar to that of the cloud scheme (Eq.
(3.2.57)). Re-evaporation of precipitation is considered below the cloud base. Related calculation is based on
the equation used in the cloud scheme (Eq. (3.2.59)) with a minor modification.

3.2.5 Clouds and Large-scale Precipitation
Clouds are prognostically determined in a fashion similar to that proposed by Smith (1990). The simple sta-
tistical approach proposed by Sommeria and Deardorff (1977) is adopted for the calculation of cloud amounts
and their water content.

3.2.5.1 Cloud Scheme

Representing conserved quantities in phase transition between water vapor and cloud water, the total water
content (water vapor and cloud water) qw and the liquid water temperature TL are defined as follows:

qw = qv + qc (3.2.47)

TL = T − L
Cp

qc (3.2.48)

where qv is specific humidity, qc is cloud water content, T is temperature, L is the latent heat of condensation
and Cp is specific heat at a constant pressure. In each grid box, qw is assumed to vary due to unresolved
atmospheric fluctuations having a probability distribution function with a top-hat shape. The cloud fraction
C is given by the part of the grid box where qw exceeds the saturation specific humidity qs, and cloud water
content is given as the condensation amount in the grid box:

C =
aL (qw − qs (TL)) + ∆qw

2∆qw
(3.2.49a)

qc = C2∆qw (3.2.49b)

aL =
1

1 + L
Cp

(
∂qs
∂T

)
T=TL

(3.2.49c)

where ∆qw is the maximum local deviation from the grid-box mean total water content qw, the overbar denotes
an average over the grid box, and C is under the constraint 0 ≤ C ≤ 1. ∆qw is calculated as follows:

∆qw =
aL

2

(
q′2w − 2b q′ws′l + b2s′2l

) 1
2

(3.2.50)

where sl = CpTL + gz is dry static energy, g is acceleration under gravity, z is height above the surface,
b =

(
∂qs
∂T

)
T=TL

/Cp, and the prime denotes a deviation from the grid average. q′2w , q′ws′l , and s′2l are calculated
using the level 2 turbulence closure model of Mellor and Yamada (see Subsection 3.2.7) in the boundary layer
scheme. ∆qw is limited by qs:
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0.2A aL qs (TL) ≤ ∆qw ≤ 0.5A aL qs (TL) (3.2.51)

A = min
(

ps − p
ps − 850

, 1
)

(3.2.52)

where ps is surface pressure and p is pressure.

3.2.5.2 Stratocumulus Scheme

For the representation of subtropical marine stratocumulus clouds, the stratocumulus scheme proposed by
Kawai and Inoue (2006) is adopted to diagnose the cloud fraction C and the cloud water content qc instead of
the cloud scheme:

C = 12.0
(
− ∂θ
∂p
− 0.07

)
(3.2.53a)

qc = 0.05 aL C qs (3.2.53b)

where θ is the potential temperature. This scheme works when the following three conditions in each model
layer and two conditions near the surface are satisfied:

[in each model layer]

• − ∂θ
∂p

> 0.07 [K/hPa] (just above the model layer)

• relative humidity ≥ 80 [%]

• model layer height below the 924 hPa level

[near the surface]

• − ∂θ
∂p

< 0.01 [K/hPa]

• not completely covered with sea ice

The first condition in each model layer represents the formation of marine stratocumulus clouds under a strong
inversion layer, and the second and third prevent the false representation of stratocumulus clouds over dry area
and shallow convection area, respectively. The conditions near the surface prevents the false representation of
stratocumulus clouds over land or sea ice during the night.

In the cloud scheme and the stratocumulus scheme, liquid (ice) cloud is assumed to be present when the
temperature is above 0◦C (below −15◦C). Between −15◦C and 0◦C, mixed-phase cloud is assumed to be
present and the mixing ratio changes in a linear fashion with temperature.

3.2.5.3 Cloud Ice Fall and Conversion to Precipitation

The prognostic equation for cloud water content is as follows:

∂qc

∂t
= Cg + I − O (3.2.54)

where Cg represents the generation rate of clouds in the grid box, I is the inflow from the upper layer, and O is
the downward outflow. Cg is calculated using the results described in Subsection 3.2.5.1 or Subsection 3.2.5.2.

For ice-only cloud, I and O are calculated based on Kawai (2005). Small cloud particles (≤100 µm) fall
into the lower layer, while large ones (>100 µm) fall to the surface immediately as snow:

O =
vciceqc

∆z
+ DI2S qc (3.2.55)
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where ∆z is the layer thickness, vcice is the terminal velocity of a small ice particle in cloud, and DI2S is the
conversion rate from ice cloud to snow. The first term on the right becomes I in the next layer down.

For mixed-phase cloud or water-only cloud, parameterization for the rate of conversion from cloud water
to precipitation P follows the scheme proposed by Sundqvist (1978):

P =
1
τp

qc

1 − exp

−
(

qc

Cqcrit
c

)2

 (3.2.56)

= O

where τp represents a characteristic time scale for the conversion of cloud droplets into raindrops and snowflakes,
and qcrit

c is the critical cloud water content at which the release of precipitation becomes efficient. In this case, I
is not considered because raindrops and snowflakes are assumed to fall to the surface immediately. The coales-
cence process (collection of cloud droplets by raindrops falling through a cloud) and the Bergeron-Findeisen
effect (enhancement of precipitation release in clouds containing a mixture of droplets and ice crystals) are
modeled following Sundqvist et al. (1989).

3.2.5.4 Melting and Evaporation

The snow melting rate M is parameterized using the same method as ECMWF (2014):

M = 0.5
Cp

Lm

Tw − T0

τm
(3.2.57)

τm =
7200

1 + 0.5 (Tw − T0)
(3.2.58)

where Tw is the wet-bulb temperature, T0 is the melting temperature, Lm is the latent heat of fusion, and τm

is the relaxation time of melting. Based on Kessler (1969) and Tiedtke (1993), the evaporation rate E for
large-scale precipitation is parameterized as

E = b
1
τe

(qs − qv)


(

p
ps

)1/2 1
5.09 × 10−3

Pl

b


0.577

(3.2.59)

1
τe
= 5.44 × 10−4 (3.2.60)

where b is the clear-sky precipitation fraction (set to 0.5), τe is the relaxation time of evaporation, and Pl is the
local precipitation rate.

3.2.6 Surface Turbulent Fluxes

Surface fluxes are represented with bulk formula based on Monin–Obukhov (M–O) similarity theory, with
momentum flux Fm, heat flux Fh and specific humidity flux Fq expressed as follows:

Fm = (w′vvv′)s = −Cm|vvv1|vvv1 , (3.2.61)

Fh = (w′θ′)s = −Ch|vvv1|(θ1 − θs) , (3.2.62)

Fq = (w′q′)s = −Ch|vvv1|(q1 − qs) . (3.2.63)

Here vvv = (u, v) represents horizontal wind, θ is potential temperature and q is specific humidity, and the
subscripts “1” and “s” indicate variables at the lowest level of the model grid and at the ground surface,
respectively. Cm and Ch are exchange coefficients for momentum and heat.
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According to M–O similarity theory, the exchange coefficients are defined as follows:

z1

L

[
log

(
z1+z0m

z0h

)
− Ψh

(
z1+z0m

L

)
+ Ψh

(
z0h
L

)]
[
log

(
z1+z0m

z0m

)
− Ψm

(
z1+z0m

L

)
+ Ψm

(
z0m
L

)]2 =
gz1

|vvv1|2
2(θv1 − θvs)

(θ1 + θs)
, (3.2.64)

Cm =
κ2[

log
(

z1+z0m
z0m

)
− Ψm

(
z1+z0m

L

)
+ Ψm

(
z0m
L

)]2 , (3.2.65)

Ch =
κ2[

log
(

z1+z0m
z0m

)
− Ψm

(
z1+z0m

L

)
+ Ψm

(
z0m
L

)] [
log

(
z1+z0m

z0h

)
− Ψh

(
z1+z0m

L

)
+ Ψh

(
z0h
L

)] , (3.2.66)

where κ is von Kármán’s constant (= 0.4), g is the standard acceleration due to gravity (= 9.80665 [m/s2] ), z1
is the height of the lowest level of the model grid above the ground, and θv is the virtual potential temperature,
while z0m and z0h are the surface momentum and heat roughness lengths, respectively. Eq. (3.2.64) gives
Obukhov length L from the prognostic variables on right. The stability functions Ψm and Ψh are parameterized
by Beljaars and Holtslag (1991) as follows:

x ≡ (1 − 16ξ)
1
4 (3.2.67)

Ψm(ξ) =


π

2
− 2 arctan(x) + log

(1 + x)2(1 + x2)
8

ξ < 0

−2
3

(
ξ − 5

0.35

)
e−0.35ξ − ξ − 2

3
5

0.35
ξ ≥ 0

, (3.2.68)

Ψh(ξ) =


2 log

1 + x2

2
ξ < 0

−2
3

(
ξ − 5

0.35

)
e−0.35ξ −

(
1 +

2
3
ξ

) 3
2

− 2
3

5
0.35

+ 1 ξ ≥ 0
. (3.2.69)

Over land grids, surface parameters are determined using the land model on each grid in consideration
of vegetation type, soil conditions, and snow cover (Subsection 3.2.10). Over ocean grids, surface fluxes are
calculated separately for the different subgrid surface fractions. Tiling between open water and sea ice is used
with the coupling approach suggested by Best et al. (2004).

Surface wind stress depends on oceanic waves excited by surface winds. Roughness length and wind-
induced stress are iteratively calculated in the model. Following the method of Beljaars (1995), surface rough-
ness lengths over open sea (ice-free ocean) are determined from Charnock’s relation (Charnock 1955):

z0m =
0.11ν

u∗
+
α

g
u2
∗ ,

z0h =
0.62ν

u∗
, (3.2.70)

where u∗
(
≡

√∣∣∣(w′vvv′)s

∣∣∣) is the friction velocity, ν is the kinematic viscosity of air (= 1.5 × 10−5m2/s) and α
is the Charnock coefficient (= 0.020). The surface roughness lengths over sea ice are fixed at 0.001m for
momentum and 0.0005m for heat.

3.2.7 Boundary layer (turbulent transport)
A hybrid approach between turbulence kinetic energy (TKE) closure and eddy diffusivity (ED) type scheme
is employed to parameterize vertical turbulent transports of momentum, heat and moisture in the atmosphere.
The TKE scheme used is the level 2 turbulence closure approach of Mellor and Yamada (1974, 1982), and the
ED–type scheme involves the use of stability functions based on Han and Pan (2011). Turbulent transports are
expressed as

w′vvv′ = −max(KT KE
m ,KED

m )
∂vvv
∂z

, (3.2.71)
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w′s′L = −max(KT KE
h ,KED

h )
∂sL

∂z
, (3.2.72)

w′q′w = −max(KT KE
h ,KED

h )
∂qw

∂z
, (3.2.73)

where sL(≡ CpT + gz − Lqc) is the liquid water static energy, qw(≡ q + qc) is the total water content, the super-
scripts “T KE” and “ED” indicate the scheme types for calculating diffusion coefficients K, and the subscripts
“m” and “h” indicate momentum and heat, respectively.

Following mixing-length theory, the diffusion coefficients of both schemes can be written as

Km = l2
∣∣∣∣∣∂vvv
∂z

∣∣∣∣∣ fm , (3.2.74)

Kh = l2
∣∣∣∣∣∂vvv
∂z

∣∣∣∣∣ fh , (3.2.75)

where fm and fh are stability functions and the mixing length l is given according to Blackadar (1962) as

l =
κz

1 + κz/l0
, (3.2.76)

where κ is von Kármán’s constant (= 0.4).
In the TKE scheme, the mixing length l0 is calculated from sub-grid scale orographic variances and the

planetary boundary layer depth. l0 is a constant equal to 50 m in the ED–type scheme.
The stability functions in the ED type scheme are functions of the gradient Richardson number Ri, given as

f ED
m =


1 + 2.1Ri

(1 + 5Ri)1.5 Ri ≥ 0

1 − 8Ri

1 + 1.746
√
−Ri

Ri < 0
, (3.2.77)

f ED
h =


1

(1 + 5Ri)1.5 Ri ≥ 0

1 − 8Ri

1 + 1.286
√
−Ri

Ri < 0
. (3.2.78)

Those of the TKE scheme can be written as follows:

f T KE
m = S M

√
B1S M(1 − R f ), (3.2.79)

f T KE
h = S H

√
B1S M(1 − R f ), (3.2.80)

S M = A1F1
RF1 − R f

A2F2(RF2 − R f )
S H ,

S H = 3A2
(γ1 + γ2)(RFc − R f )

1 − R f
,

R f = RI1

(
R̂i + RI2 −

√
R̂i(R̂i − RI3) + RI2

2

)
,

RF1 = B1
γ1 −C1

F1
, RF2 = B1

γ1

F2
, RFc =

γ1

(γ1 + γ2)
,

RI1 =
1
2

A2F2

A1F1
, RI2 = B1γ

(γ1 −C1)
F1

A1F1

A2F2
, RI3 = 4B1

γ1

F2

A1F1

A2F2
− 2RI2,

F1 = B1(γ1 −C1) + 2A1(3 − 2C2) + 3A2(1 −C2), F2 = B1(γ1 + γ2) − 3A1(1 −C2),

γ1 =
1
3
− 2

A1

B1
, γ2 =

B2

B1
(1 −C3) + 2

A1

B1
(3 − 2C2),
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where A1(= 1.0), A2(= 0.58), B1(= 24.0), B2(= 11.0), C1(= 0.13), C2(= 0.6), and C3(= 0.14) are the closure
constants of the TKE scheme. The modified gradient Richardson number R̂i used instead of Ri is defined after
the method of Smith (1990):

R̂i = g
{
β̃s
∂sL

∂z
+ β̃Q

∂qw

∂z

} / ∣∣∣∣∣∂vvv
∂z

∣∣∣∣∣2 , (3.2.81)

where β̃s and β̃Q are buoyancy parameters in terms of the cloud-conserved quantities sL and qw, respectively.

3.2.8 Sub-grid Orography
The effect of orographic drag from sub-grid orography on atmospheric flow is separately parametrized depend-
ing on scales of unresolved orography. Gravity wave drag (GWD) from sub-grid orography with scales larger
than 5 km (the minimum scale for vertically propagating gravity waves under typical conditions), and blocked
flow drag (BFD) associated with the sub-grid orography are based on Lott and Miller (1997), and turbulent
orographic form drag (TOFD) caused by sub-grid orography with scales smaller than this is parametrized in
line with Beljaars et al. (2004). For numerical stability, BFD and TOFD tendencies are implicitly computed
via a tridiagonal solver in the boundary layer scheme by passing the linear coefficients, and the GWD tendency
is passed to the solver as a forcing term (Subsection 3.2.8.5).

3.2.8.1 Turbulent Orographic Form Drag

TOFD formulation is based on the spectra of topography over North America and related integrals in the wave-
number space. An approximated equation is used for simplicity, and TOFD involves explicit application of
drag on model levels in the equation for horizontal wind u (m s−1)

∂u
∂t
=
∂

∂z
τx

ρ
= −Ctofdu|u|, (3.2.82)

Ctofd = αβCmdCcorr2.109e−(z/1500)1.5
a2z−1.2

where τx is stress (N m−2) in the x-direction, ρ is atmospheric density (kg m−3), z is geopotential height (m).
α = 12 and β = 1 are a shear-dependent parameter and a shape factor, respectively. Cmd = 0.005 is a drag
coefficient, Ccorr = 0.6 is a correction parameter, a2 = a1kn1−n2 , a1 = σ

2
flt(IHkn1

flt )
−1, k1 = 0.003 (m−1), n1 = −1.9,

n2 = −2.8, kflt = 0.00035 (m−1), IH = 0.00102 (m−1) and σflt (m) is the standard deviation of filtered sub-grid
orography. The same equation also holds for meridional wind v (m s−1). For numerical stability, the equation
is solved implicitly and simultaneously in the vertical diffusion scheme (Subsection 3.2.8.5).

The standard deviation of filtered sub-grid orography for TOFD, σflt, is calculated from two filtered fields
where different scales are removed from GTOPO30, which is a globally 30′′ × 30′′ geographical dataset devel-
oped by the U.S. Geological Survey. A smoothing filter is defined in the grid-point space by

h(r) =


1
∆

for r ≤ ∆/2 − δ
1

2∆ +
1

2∆ cos
{
π(r− ∆2 +δ)

2δ

}
for ∆/2 − δ < r < ∆/2 + δ

0 for r ≥ ∆/2 + δ
(3.2.83)

where r is radial distance (m), ∆ is filter width (m) and δ is the filter edge width (m). The parameter ∆ controls
extracting scales, and δ is applied to smooth data around the edge of the filter. To extract the necessary scales,
the filter is applied twice to the GTOPO30 dataset. Filtering with ∆1 = 2 and δ1 = 1 is applied first to remove
smaller scales smaller than 2 km (h2), and with ∆2 = 20, δ2 = 1 is applied to extract scales larger than 20 km
(h20). The smoothing functions with these parameters are displayed in Figure 3.2.1. The standard deviation of
filtered orography σflt is calculated as

σflt =

√∑
i

wi(di − d)2

/∑
i

wi (3.2.84)

73



where d = h2 − h20 and d =
∑

i widi
/∑

i wi , wi = cos ϕ is latitudinal weight, with ϕ being latitude, and
summation over i is taken over all points within a model grid box. A map of the filtered standard deviation for
TOFD at TL959 is shown in Figure 3.2.2

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

-14 -12 -10 -8 -6 -4 -2  0  2  4  6  8  10  12  14

h

Distance [km]

(∆, δ) = (20,1)
(∆, δ) = (2,1) 

Figure 3.2.1: Shape of smoothing functions defined in Eq. (3.2.83) with the values of (∆, δ) = (20, 1) for the
straight line and (∆, δ) = (2, 1) for the dotted line.
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Figure 3.2.2: Filtered standard deviation [m] for TOFD at TL959. Only land grid points are plotted.

3.2.8.2 Blocked Flow Drag

In the sub-grid scale orographic (SSO) drag scheme, it is assumed that the effect of sub-grid orography on
atmospheric flow is equivalently represented by the effect of one elliptic mountain (Baines and Palmer 1990).
The scheme deals with two regimes, one is gravity wave drag exerted by topography, transporting momentum
upwards and depositing momentum when breaking or filtering at a critical level. The other is a flow-blocking
drag caused by flow going around, rather than over, orography. These two regimes are separated using non-
dimensional mountain height as outlined below.
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In the SSO scheme, it is assumed that flow is lateral when the non-dimensional mountain height is suffi-
ciently high. This corresponds to high atmospheric stability, low incident flow speed, or mountain terrain high
enough to suppress the flow crossing the elliptic mountain top. The maximum flow height associated with the
blocking height Zblk (m) is evaluated to satisfy inequality between non-dimensional mountain height and the
critical value Hncrit ∫ H

Zblk

N
up

dz ≥ Hncrit (3.2.85)

where N is Brunt-Vaisala frequency (s−1), up is wind speed in the direction of incident flow (m s−1), and z is
geopotential height. H (m) is a statistical mountain height representing the peak sub-grid orography height,
and is set as 3µ based on the standard deviation of sub-grid orography µ (m), and Hncrit is 0.5. Eq. (3.2.85) is
evaluated from the top, and Zblk is determined as the first level that satisfying this formula. The blocked flow
drag Dblk is directly applied to model levels and formulated as

Dblk(z) = −Cdmax
(
5 − 1

r3 , 0
)
ρ
σ

2µ

(
Zblk − z
z + µ

)1/2

(B cos2 ψ +C sin2 ψ)
u|u|
2

(3.2.86)

where Cd is a drag coefficient of 2. r is the aspect ratio of the elliptic mountain as seen from incident flow, ρ
is air density, σ is the orographic slope along the short elliptic axis and ψ is the angle (rad) between incident
flow with the angle φ and the principal axis of the elliptic with the angle θ, i.e., ψ = θ − φ. Following Phillips
(1984), B and C are

B = 1 − 0.18γ − 0.04γ2, C = 0.48γ + 0.30γ2 (3.2.87)

where γ is the elliptic aspect ratio. The aspect ratio seen from the incident flow r is formulated as

r =

√
cos2 ψ + γ2 sin2 ψ

γ2 cos2 ψ + sin2 ψ
(3.2.88)

The tendency of blocked flow drag is defined by

∂u
∂t
=

Dblk

ρ
(3.2.89)

The same equation applies for meridional wind v as well as zonal wind u. For numerical stability, it is solved
implicitly and simultaneously in the vertical diffusion scheme (Subsection 3.2.8.5).

3.2.8.3 Gravity Wave Drag

The gravity wave drag part of the SSO scheme in Lott and Miller (1997) is similar to that proposed by Palmer
et al. (1986), but is modified to represent the effects of anisotropic mountains (Baines and Palmer 1990). As
flow under the Zblk level is blocked by sub-grid elliptic mountains and is assumed to not cross mountain tops,
the amplitude of gravity wave drag exerted by elliptic mountains is equal to the effective mountain height
Heff = H − Zblk. The factor neff = 2.4 is applied to adjust gravity wave stress, i.e., Heff = neff(H − Zblk).
Following Phillips (1984), gravity wave surface stress (τ1, τ2) parallel and perpendicular to incident flow can
be formulated as

(τ1, τ2) = ρl|ul|Nl

(Heff

3

)2 σ

µ
G

{
B cos2 ψl +C sin2 ψl, (B −C) sinψl cosψl

}
(3.2.90)

where G = 0.25 is a function of mountain sharpness and the subscript l denotes the low-level mean between
µ to 2µ. Note that Eq. (3.2.90) involves division by 9 rather than 4 as originally proposed in Lott and Miller
(1997) so as to scale Eq. (3.2.90) with H being able to reach 3µ at its maximum when Zblk is zero.
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τsfc, the magnitude of stress at the wave generation level, is

τsfc = ρl|ul|Nl

(Heff

3

)2 σ

µ
G(D12 + D22)1/2 (3.2.91)

D1 = B cos2 ψl +C sin2 ψl

D2 = (B −C) sinψl cosψl

For momentum deposit, the GWD scheme incorporates critical level filtering and wave saturation in up-
ward propagation. Unless gravity waves encounter these processes, waves are assumed to propagate upward
conservatively. When the background wind changes sign in propagating upward from the wave generation
level, waves are assumed to reach a critical level and overall wave stress is deposited to the background.

The wave saturation process is implemented with comparison of surface stress (Eq. (3.2.91)) and saturated
stress as per Palmer et al. (1986) and Iwasaki et al. (1989). Saturated stress τsat is estimated using the back-
ground Richardson number Ri = N2

/ (
∂u
∂z

)2
and the local Richardson number Ri,loc. Assuming wave phase

difference, the relationship between Ri and Ri,loc is

Ri,loc = Ri

 1 − α
(1 + R1/2

i α)2

 (3.2.92)

where α = N |δz|/V , |δz| is gravity wave amplitude (m) and V is wind speed (m s−1) at a particular level in the
direction of gravity wave stress. Ri,loc = 0.25 when the amplitude of gravity waves is saturated, and solving
Eq. (3.2.92) with the saturated amplitude |δz|sat gives

|δz|sat =
V
N

{
2(R−

1
2

i + 2)
1
2 − (R−

1
2

i + 2)
}

(3.2.93)

Thus saturated flux τsat is

τsat = ρ|u|N
(Hsat

3

)2 σ

µ
G(D12 + D22)1/2 (3.2.94)

with the effective amplitude Hsat as the saturated amplitude Hsat = |δz|sat. τsfc and τsat are compared at each half
level k+1/2, and the residual momentum flux ∆τ = τsfc−τsat is considered to be deposited to the background at
the full level k if the condition τsfc > τsat is satisfied. τsat is set as a new value for gravity wave stress propagating
vertically. Otherwise, τsfc is considered to conservatively propagate vertically. The deposited momentum flux
∆τ is distributed over a width equivalent to the diagnosed vertical wavelength λz (m) of hydrostatic gravity
waves (Vosper 2015; Epifanio and Qian 2008).

λz = 2π
u1

N
(3.2.95)

where u1 (m s−1) is the wind component parallel to low-level wind. The tendency is

∂u
∂t
= −1

ρ

∂τλ
∂z

(3.2.96)

where τλ is the sum of distributed deposited momentum flux. Distributing deposited momentum flux also
increases numerical stability by inhibiting the GWD scheme to produce extremely large drag at a single level.

3.2.8.4 Ancillary Fields for Blocked Flow Drag and Gravity Wave Drag

In the Lott and Miller (1997) scheme, sub-grid orography is assumed to be represented by one elliptic mountain
with standard deviation µ, orographic slope along the short axis σ, aspect ratio γ and angle of long axis θ.
As the scales included in SSO schemes are larger than 5 km (the minimum scale allowing vertical gravity
wave propagation in typical conditions), scales smaller than this are removed by averaging the original 30”
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(approximately 1 km) dataset to a 2’30” resolutions horg, (approximately 5 km). The deviation of elevation (h)
of the averaged 2’30” data from mean orography is defined as h = horg − hm, with hm being grid-box mean
orography, i.e., hm = horg. Overlines indicate the grid-box mean, with orography linearly interpolated into
2’30” grid boxes in consideration of differences.

The parameters γ and θ are derived using variables K, L and M

K =
1
2


(
∂h
∂x

)2

+

(
∂h
∂y

)2
 , L =

1
2


(
∂h
∂x

)2

−
(
∂h
∂y

)2
 , M =

∂h
∂x

∂h
∂y

(3.2.97)

Horizontal derivatives are computed in the grid-point space using adjacent grids in the latitudinal direction.
However, in the longitudinal direction, equidistant points are computed via linear interpolation at each grid
point in consideration of derivatives because the distance becomes smaller toward higher latitudes. The princi-
pal axis angle θ is computed using

θ =
1
2

arctan(M/L) (3.2.98)

Applying coordinate transform with respect to θ gives coordinates along the short and long elliptic axes as

x′ = x cos θ + y sin θ, y′ = y cos θ − x sin θ (3.2.99)

and the transformed coordinates involves introduction of new K′,L′ and M′ values

K′ = K, L′ = (L2 + M2)
1/2

and M′ = 0

The aspect ratio γ is defined as

γ2 =

(
∂h
∂y′

)2/ (
∂h
∂x′

)2

(3.2.100)

=
K′ − L′

K′ + L′
=

K − (L2 + M2)1/2

K + (L2 + M2)1/2

The orographic slope along the short-axis σ is defined by

σ2 =

(
∂h
∂x′

)2

(3.2.101)

and the standard deviation of sub-grid orography µ is computed as

µ =

√∑
i

wi(hi − h)2

/∑
i

wi (3.2.102)

where h =
∑

i wihi
/∑

i wi . Maps of the four parameters at TL959 are shown in the Figure 3.2.3.

3.2.8.5 Joint Implicit Calculation

For numerical stability, Eq. (3.2.82) and Eq. (3.2.89) are solved implicitly, meaning that the absolute wind
speed |u| is taken from the current time step and the u and v components are evaluated at the next time step. The
coefficient for the component at the new time level is passed to a tridiagonal implicit solver in the boundary
layer and solved implicitly to increase consistency among multiple processes involved and further enhance
numerical stability via time integration. The tendency for gravity wave drag is also passed to the solver as a
forcing term so that the fast processes can adjust among multiple processes. By solving simultaneously, the
tendencies calculated via the solver in the boundary layer scheme include the planetary boundary layer (pbl),
blocked flow drag (bfd), turbulent orographic form drag (tofd) and gravity wave drag (gwd). Among these,
the tendency of gravity wave drag as a forcing term can be subtracted from total tendency. Accordingly, the
implicitly computed tendency can be separated as(

∂u
∂t

)
pbl+bfd+tofd

=

(
∂u
∂t

)
pbl+gwd+bfd+tofd

−
(
∂u
∂t

)
gwd

(3.2.103)
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3.2.9 Non-orographic Gravity Wave Drag
The parameterization of non-orographic gravity wave drag follows the scheme proposed by Scinocca (2003).
Assuming hydrostatic gravity waves in the absence of rotation, the vertical flux of momentum directed into the
ϕ azimuth F̃ is expressed as follows:

ρF̃ = ρA
c̃ − Ũ

N

(
c̃ − Ũ

c̃

)2−p 1

1 +
[

m∗(c̃−Ũ)
N

]s+3 (3.2.104)

where,

A = Cm∗3
N0

2−p − f 2−p

2 − p
(3.2.105)

ρ is density, m∗(= 2π/2000 [1/m]) is the characteristic vertical wavenumber, N is the Brunt-Väisälä frequency,
f is the Coriolis parameter, p(=1.5) and s(=1) are constants, c̃ = c − U0

ϕ and Ũ = Uϕ − U0
ϕ, with c as

the ground based phase speed and Uϕ as the velocity in the direction of the azimuth ϕ , with the subscript 0
referring to the launch level. The launch level and launch momentum flux (corresponding to the constant C)
are 450 hPa and 3.5 mPa, respectively. The momentum fluxes are discretized in four equally spaced azimuths
(north, south, west and east) and 50 phase speed bins in the range of 0.25 to 2000 m/s.

As momentum deposition processes, critical level filtering and nonlinear saturation are considered. In
critical level filtering calculation, when c̃ − Ũ < 0 (assuming that waves encounter the critical level), the
momentum flux is deposited to the mean flow in this layer. In nonlinear saturation calculation, when the
upward propagating momentum flux ρF̃ exceeds the saturated momentum flux ρF̃ sat, the excess momentum
flux (ρF̃ − ρF̃ sat) is deposited to the mean flow. The saturated momentum flux is expressed as follows:

ρF̃ sat = ρC∗A
c̃ − Ũ

N

(
c̃ − Ũ

c̃

)2−p

(3.2.106)

where C∗(=10) is the tuning parameter introduced by McLandress and Scinocca (2005). These vertical mo-
mentum flux depositions are calculated at each level for each azimuthal direction and phase speed. To reduce
the computational cost, parameterization is performed only once an hour.
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Figure 3.2.3: The four parameters used in blocked flow drag and gravity wave drag parametrizations at TL959,
(a) standard deviation [m], (b) orographic slope, (c) angle [rad] and (d) aspect ratio. Note that only land grid
points are plotted.
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3.2.10 Land Surface Processes
The land surface model in the GSM employs a two-layer energy balance scheme based on the Simple Biosphere
scheme (SiB; Sellers et al. 1986; Sato et al. 1989). It has evolved to a complex representation for snow and
soil, with reference to Oleson et al. (2010)

The model is composed of vegetation canopy, snow and soil components, each of which has its own vari-
ables of temperature, water and ice content. Canopy air space is used to express paths of heat and water transfer.
Figure 3.2.4 shows heat and water flows in an analogy of an electric circuit.

Figure 3.2.4: Schematic illustration of the land surface model (modified from Sellers et al. (1986)). Details are
provided in the original paper.

3.2.10.1 Fluxes

The main role of the land surface model is to provide lower boundary conditions of fluxes to the atmospheric
model. The zonal and meridional momentum fluxes (τx, τy) ≡ (w′v′)s, sensible heat flux H ≡ (w′θ′)s, and
water vapor flux E ≡ (w′q′)s are based on bulk formulae, as detailed in Subsection 3.2.6. Among these, τx and
τy can be computed simply using the atmospheric wind velocity v1, whereas determination of H and E requires
the surface temperature and specific humidity values provided by the land surface model. This model in the
GSM defines the values as “canopy air space temperature Ta (= θs) and specific humidity qa”, where sensible
heat and water vapor fluxes from vegetation canopy and ground surface are connected.
Sensible heat H is balanced by the sum of sensible heats from the canopy Hc and the ground surface Hg, since
canopy air space is assumed to have negligible heat and water vapor capacities,

H = Hc + Hg (3.2.107)

Similarly, water vapor E is balanced by the sum of evaporations from the canopy Ee
c, the ground surface Ee

g
and bare soil Ebs, as well as transpiration from the canopy Et

c and the ground surface Et
g

E = Ee
c + Et

c + Ee
g + Et

g + Ebs (3.2.108)

These fluxes are determined with canopy temperature Tc and ground surface temperature Tg. Here, Tg repre-
sents grass or bare soil temperature, but is regarded as snow surface temperature when the ground surface is
covered with snow.

79



3.2.10.2 Radiation and Albedo

The net radiation fluxes at the canopy Rn
c and the ground surface Rn

g are estimated based on the radiation balance
equations

Rn
c = (1 − αc) S ↓atm + L↓c (3.2.109)

Rn
g = (1 − αg) S ↓atm + L↓g (3.2.110)

where α is the albedo, and S ↓atm and L↓ are downward shortwave and longwave radiation from the atmosphere,
respectively. In (3.2.109) and (3.2.110), Rn

c and Rn
g can be estimated using the albedos.

The surface albedo αs can be determined as an average of the canopy albedo αc and the ground albedo αg,
weighted by the fraction of canopy cover fc

αs = fc αc + (1 − fc)αg (3.2.111)

Similarly, the ground albedo αg is an average of the grass albedo αgrs and the bare soil albedo αbs, weighted by
the fraction of grass cover fgrs in snow-free areas. When the ground is covered with snow, fgrs is set to zero,
and αbs is replaced by the value for snow αsn

αg =

 fgrs αgrs + (1 − fgrs)αbs (snow-free)
αsn (snow-covered)

(3.2.112)

αc and αgrs are calculated with radiative transfer equations (Sellers et al. 1986) for leaf and stem area. αbs is
provided from climatological data of the MODIS albedo product (Schaaf et al. 2002) and modified using the
solar zenith angle and soil moisture near the soil surface. αsn evolves with time, and is corrected using the solar
zenith angle.

3.2.10.3 Energy and Water Balances

The prognostic equations for Tc and Tg are given as

Cc
∂Tc

∂t
= Rn

c − Hc − Lvap Ec (3.2.113)

Cg
∂Tg

∂t
= Rn

g − Hg − Lvap Eg −Gg (3.2.114)

where the subscripts c and g denote canopy and ground surface, respectively, C is heat capacity, Rn net radia-
tion, Lvap latent heat of vaporization, Gg ground surface heat flux, and Ec ≡ Ee

c + Et
c, Eg ≡ Ee

g + Et
g + Ebs.

Water storage on canopy leaves Mc and grass leaves Mg, which are sources of evaporation, are predicted
by

∂Mc

∂t
= Pi, c − Pd, c − Ee

c (3.2.115)

∂Mg

∂t
= Pi, g − Pd, g − Ee

g (3.2.116)

where Pi is precipitation intercepted by leaves, and Pd water drip falling from leaves. The difference between
these two values, Icept = Pi, c + Pi, g − (Pd, c + Pd, g), represents interception by canopy and grass. When Tc (Tg)
is below the freezing point of water, Mc (Mg) represents ice on canopy or grass leaves.

3.2.10.4 Snow

Snow temperature Tsn is predicted based on the principle of energy conservation and Fourier’s law of heat
conduction

Csn
∂Tsn

∂t
=
∂Gsn

∂z
(3.2.117)
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Figure 3.2.5: Schematic diagram of numerical dis-
cretization used to solve for snow temperatures Tsn, k

with two snow layers on top of soil. The subscripts sn,
sl and k denote snow, soil and the k-th layer, respec-
tively.

Figure 3.2.6: Schematic diagram of numerical dis-
cretization used to solve for soil temperatures Tsl, k

in snow-free areas.

Gsn = −λsn
∂Tsn

∂z
(3.2.118)

where the subscript sn denotes snow, G is heat flux (positive downward), z snow depth from the snow surface,
and λ thermal conductivity. Using a multi-layer model, a snow column is discretized into up to four layers
(Figure 3.2.5). The top boundary condition the ground surface heat flux, while the bottom boundary condition
is conductive heat flux with the first soil layer

Gsn, 0 = Gg (3.2.119)
Gsn, kmax = Λsn, kmax

(
Tsn, kmax − Tsl, 1

)
(3.2.120)

where the subscript sl denotes soil, and Λ is a thermal conduction coefficient. For integration in time t, implicit
methods are adopted and tri-diagonal matrices are solved.

Snow mass Msn is predicted based on the snow mass balance equation

∂Msn

∂t
= S f all +

(
S f rst − S sub

)
+

(
S f rz − S melt

)
(3.2.121)

where S f all is snowfall reaching the snow surface, including ice drip falling from leaves, S f rst frost, S f rz

freezing, S sub sublimation, and S melt snowmelt.
Liquid water content in snow Wsn is predicted using

∂Wsn

∂t
=

(
Qsn, in f l − Qsn, drng

)
+

(
S dew − S evap

)
−

(
S f rz − S melt

)
(3.2.122)

where Qsn, in f l is infiltration into snow including rainfall and water drip falling from leaves, Qsn, drng gravita-
tional drainage from the bottom, and S dew liquid dew, S evap evaporation. Snow mass and snow water content
are predicted using the same kmax layers as those for the snow temperature. When snow water content in a
layer exceeds the layer’s holding capacity, excess water is moved to the underlying layer. Snow depth data
from Snow Depth Analysis (see Section 2.8) are used to set the initial value of snow water equivalent.
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3.2.10.5 Soil

Soil temperature Tsl is predicted in the same way as snow temperature, and soil is discretized into seven layers
(Figure 3.2.6) of soil thicknesses ∆zsl, 1−7 (m) = (0.02, 0.05, 0.12, 0.3, 0.5, 1.0, 1.5). The boundary conditions
are

Gsl, 0 =

Gg (snow-free)
Λsl, kmax

(
Tsn, kmax − Tsl, 1

)
(snow-covered)

(3.2.123)

Gsl, 7 = 0 (3.2.124)

Soil moisture is predicted using Richard’s equation, and root extraction for transpiration is also considered.
The prognostic equation for the degree of saturation W is as follows:

∂W
∂t
=

1
ρwtr θsat

(
−∂Q
∂z
− S t

)
(3.2.125)

where ρwtr is water density, θsat soil porosity, Q water flux caused by differences in matric potential and grav-
itational potential, and S t root extraction for transpiration. The top water flux is Qin f l − Ebs, where Qin f l is
infiltration into soil including precipitation, drip falling from leaves and snowmelt, and the bottom is gravita-
tional drainage Qdrng.

Surface runoff Rof f and gravitational drainage Qdrng are counted as total runoff Rtotal

Rtotal = Rof f + Qdrng (3.2.126)

= T f all −
(
Qin f l − Qdrng

)
−

(
Qsn, in f l − Qsn, drng

)
(3.2.127)

where

Rof f = T f all − Qin f l −
(
Qsn, in f l − Qsn, drng

)
(3.2.128)

T f all = Pg − Icept (3.2.129)

Pg is gross rainfall, and T f all throughfall reaching the ground surface. Qin f l is limited due to the maximum
surface infiltration capacity.

3.2.10.6 Datasets

The climatological data of base soil albedo is derived from the MODIS albedo product1 of NASA (Schaaf et al.
2002).

Each grid point on land is classified by a specific vegetation type provided from GLC20002 (Global Land
Cover 2000; Bartholomé and Belward 2005) of the European Commission’s Joint Research Center (JRC). The
LAI (Leaf Area Index) is based on the MODIS LAI product3 of NASA (Myneni et al. 2002). Fractions of
canopy and grass covers are calculated using the 1 km MODIS-based Maximum Green Vegetation Fraction of
USGS (Broxton et al. 2014a), the 1 km Tree Cover Continuous Fields product of GLCF (DeFries et al. 2000),
and the Cropland and Pasture Area fraction4 of EarthStat (Ramankutty et al. 2008).

The initial condition for soil moisture below the fourth soil layer is given by climatological data calculated
using an offline model with the atmospheric forcing dataset of GSWP3 (Global Soil Wetness Project Phase 3;
Kim 2017)5. The soil property is from HWSD (Harmonized World Soil Database; FAO et al. 2012).

1https://search.earthdata.nasa.gov/search
2http://forobs.jrc.ec.europa.eu/products/glc2000/glc2000.php
3https://search.earthdata.nasa.gov/search
4http://www.earthstat.org/cropland-pasture-area-2000/
5http://hydro.iis.u-tokyo.ac.jp/GSWP3/index.html, https://www.isimip.org/gettingstarted/details/4/
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3.2.11 Parallelization
In the GSM, Open Multiprocessing (OpenMP) is employed for shared memory parallelization, and the Message
Passing Interface (MPI) is used for distributed memory parallelization. A two-dimensional decomposition
method is adopted for parallelization among processes.

Figure 3.2.7 shows the schematic design of parallelization. There are five computational stages, and appro-
priate decompositions are selected in each stage. The base is the Grid stage. The Fourier and Legendre stages
are used for calculating spherical harmonic transformation, and the Wavenumber stage is used for calculating
Helmholtz equations in the semi-implicit scheme. The Horizontal Advection stage is used in the implementa-
tion of the semi-Lagrangian advection scheme.

At the Grid stage, since all vertical levels exist in a same rank for the computation of physical processes
and non-linear terms of dynamical processes, variable arrays are decomposed into east-west and north-south
directions. North-south decomposition follows a cyclic order, and is applied in such a way that the order of
ranking is reversed alternately. This helps to mitigate load imbalances associated with physical parameteri-
zation and the number of grid points, since their computational loads depend mainly on latitudinal zones. At
the Fourier stage, since all east-west grid points exist in a same rank for the performance of Fourier transfor-
mation, variable arrays are decomposed into north-south and vertical directions. At the Legendre stage, since
all north-south grid points exist in a same rank for the performance of Legendre transformation, variable ar-
rays are decomposed into vertical and longitudinal wavenumber directions. At the Wavenumber stage, since
all vertical levels exist in a same rank for solving Helmholtz equations in the semi-implicit scheme, variable
arrays are decomposed into longitudinal and total wavenumber directions. Communication among these four
stages can be performed independently within each subset based on the provision of two restrictions for the
number of decompositions: 1) the number of decompositions for the east-west direction, the vertical direction
and the total wavenumber direction must be the same, and 2) the number of decompositions for the north-south
direction and the longitudinal wavenumber direction must be the same.

At the Horizontal Advection stage, variable arrays are decomposed into vertical and north-south directions.
To reduce the amount of communication relating to halo regions, the number of decompositions for the north-
south direction is made as small as possible. Unlike communication in the stages described above, global
communication is required for interaction between the Grid stage and the Horizontal Advection stage.

3.2.12 Surface Specifications
3.2.12.1 Orography

The model orography in the GSM is based on Global 30 Arc-Second Elevation (GTOPO30) orographic data
developed by the United States Geological Survey (USGS). To derive the orography, the following processing
is applied: (i) Elevation data from GTOPO30 on a 30 x 30 arc–second lat-lon grid are averaged on the model’s
reduced Gaussian grid. (ii) The grid-averaged elevation produced is then spectrally smoothed by multiplying
the spectral coefficients by the following smoothing factor

f (n) = exp

log(d f )
(

n(n + 1)
N(N + 1)

)2 (3.2.130)

where n is the total wavenumber, N is the truncation total wavenumber, and d f = 0.1 is a tunable smoothing
parameter.

3.2.12.2 Grid Type

Land-ocean distribution is determined in reference to the Global Land Cover Characteristics (GLCC) database
(Loveland et al. 2000) compiled by USGS and others. Model grid sections in which the land area ratio is
more than 49% in GLCC are regarded as land grids in the GSM to keep the same global ocean area ratio as
GLCC. Grids not defined as land are sea (ocean) types and can have two tiles fractions (open water and ice).
Inland water grids are treated as sea. Meanwhile, each land grid has a particular vegetation type based on the
Global Land Cover 2000 database provided by the European Commission’s Joint Research Centre in 2003.
See Subsection 3.2.10 for the surface properties of land grids.
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Figure 3.2.7: Schematic design of the parallelization. The number of processes used is assumed to be 4 in this
example. Colors in the figure represent the rank for the computation in that area; red is rank 0, yellow is rank
1, blue is rank 2 and green is rank 3.

3.2.12.3 Sea Surface

On sea grids in the GSM, sea surface temperature (SST) and sea ice concentration (SIC) are given as boundary
conditions minimally affected by the atmosphere. The amount of change in these variables during the time-
integration of the model is equivalent to the time interpolated variation in daily climatological data. The direct
beam albedo αB of the water surface is derived by the following parameterization (Briegleb et al. 1986):

αB =
0.026

(µ1.7 + 0.065)
+ 0.15(µ − 0.1)(µ − 0.5)(µ − 1.0) , (3.2.131)

where µ is the cosine of the solar zenith angle. The diffused albedo αD is constant (= 0.06).

3.2.12.4 Sea Ice

The ice fraction is modelled as an ice slab, with open water underneath and a skin temperature for thermal
contact with the lowest part of the atmosphere. The sea ice parameterization is as follows: (i) The depth of the
slab is fixed (the volume remains constant regardless of melting). (ii) Slab material properties are homogeneous
and constant. (iii) Snow accumulation on the ice is climatological. Ice heat transfer is assumed to obey the
following Fourier law of diffusion:

(ρC)
∂Tice

∂t
=
∂

∂z

(
λ
∂Tice

∂z

)
, (3.2.132)
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where ρC = 1.93 × 106 [Jm−3K−1] is the volumetric ice heat capacity, Tice is the ice temperature, and λ = 2.03
[Wm−1K−1] is the ice thermal conductivity. As a boundary condition, the temperature at the bottom of the slab
is given as Tice = 271.51K. The temperature at the top of the slab is diagnosed from the net heat flux at the
top skin.

The boundary condition at the bottom is the temperature of frozen water, and the top boundary condition
is the temperature diagnosed from the net heat flux at the top skin. In the GSM, the ice slab is vertically
discretized into four layers. The temperature at each level is solved via implicit time-integration.

The effect of snow over sea ice on the surface albedo is climatologically parameterized based on (Hunke
and Lipscomb 2006). The albedos of ice (αice) and snow (αsnw) depend on the surface temperature Tskin:

αice =

αice0 Tskin < 272.15
αice0 − 0.075(T − 272.15) Tskin ≥ 272.15

,

αsnw =

αsnw0 Tskin < 272.15
αsnw0 − k(Tskin − 272.15) Tskin ≥ 272.15

,

(3.2.133)

where Tskin is the surface temperature, αice0 for visible is 0.78 and for near infrared is 0.36, αsnw0 and k are 0.98
and 0.1 for visible, and 0.7 and 0.15 for near infrared. The total sea ice albedo is the area-weighted average of
ice and snow albedos.

3.2.13 Initial Conditions
Initial conditions of subsystems such as the atmosphere and land are required for GSM time integration. The
specifications of these are detailed in Table 3.2.3, where the term “forecast guess” represents the use of forecast
variables with a lead time of six hours. However, land and snow variables are adjusted via snow analysis for
consistency.
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Table 3.2.3: Initial Conditions of GSM
Subsystem Variable Origin

Atmosphere

Zonal wind
Meridional wind

Temperature 4D-Var global objective
Specific humidity analysis (see Section 2.5)
Surface pressure

Cloud water content

Forecast guessDiagnosed cloud water content
in convection updraft

Cloud cover of stratiformis and convective cloud
Convective mass flux at cloud base

Grass (or bare soil) temperature

Forecast guessLand surface Canopy temperature
Liquid and ice water content on vegetation

Land soil Temperature

Liquid and ice water content in voids
Soil moisture analysis (see Section 2.9)

and Climatological values in the deep layers

Snow

Snow water equivalent Snow analysis (see Subsection 2.8.1)
Temperature

Density
Liquid water content in voids Forecast guess

Albedo
Age

Sea ice Ice concentration Sea ice analysis (see Section 5.6)
Temperature Forecast guess

Open sea Sea surface temperature SST analysis (see Section 5.2)
Friction velocity Forecast guess

3.2.14 Forecast Performance
Figure 3.2.8 shows the root mean square error (RMSE) for 24-, 72- and 120-hour forecasts of 500 hPa geopo-
tential height against analysis in the Northern Hemisphere extra-tropics. Dashed lines indicate monthly means,
and solid lines represent 12-month running means. There are decreasing trends in RMSEs corresponding to
GSM changes (see Subsection 3.2.1), although the impact of the changes in recent years has been relatively
small.

Tropical cyclone (TC) track predictions are verified against the best track as analyzed by JMA’s RSMC
Tokyo - Typhoon Center. The mean position error of GSM TC track predictions in the western North Pacific
(Figure 3.2.9) exhibits a gradual reduction from 1996 to 2020 due to GSM improvements, but considerable
inter-annual variations are seen in 72-hour forecast errors and elsewhere.
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Figure 3.2.8: Root mean square error of GSM 500 hPa geopotential height (Z500) predictions against analysis
in the Northern Hemisphere extra-tropics (20◦N−90◦N). Dashed lines indicate monthly means, and solid lines
represent running means calculated for the previous 12 months.

Figure 3.2.9: Mean position error of GSM TC track predictions in the western North Pacific from 1996 to
2020. The lines represent 24- (orange), 48- (green), 72- (blue), 96- (purple), and 120-hour forecasts (red).
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3.3 Global Ensemble Prediction System

3.3.1 Introduction
The Global Ensemble Prediction System (Global EPS), which has been operational since January 2017, pro-
duces forecasts with lead times of up to 34 days to support the issuance of Five-day Tropical Cyclone (TC)
Forecasts, One-week Forecasts, Two-week Temperature Forecasts, Early Warning Information on Extreme
Weather, and One-month Forecasts. The system took over the roles of JMA’s previous Typhoon EPS, One-
week EPS and One-month EPS (JMA 2013, 2017; Yamaguchi et al. 2014; Hirai et al. 2014), thereby helping to
reduce computational cost and focus resource development on a single EPS. The Typhoon EPS and One-week
EPS were replaced by the Global EPS in January 2017, and the system inherited the roles of the One-month
EPS in March 2017. In March 2019, initial perturbations of the Global EPS were upgraded to incorporate the
usage of perturbations from the six-hour forecast ensemble based on the Local Ensemble Transform Kalman
Filter (LETKF) of the previous analysis instead of analysis perturbations (Ota et al. 2019). In March 2020, a
major upgrade in the Global EPS was implemented, which incorporated improvements in the forecast model,
a two-tiered sea surface temperature (SST) approach and direct application of initial perturbations from JMA’s
hybrid data assimilation system (Yamaguchi et al. 2020). In March 2021, another major upgrade was imple-
mented to incorporate more levels in the forecast model, increased ensemble size and improved initial pertur-
bations (Yamaguchi et al. 2021). In March 2022, the effective horizontal resolution of the forecast model was
enhanced to approximately 27 km for forecasts of up to 18 days, and to 40 km thereafter, with the introduction
of a quadratic grid. SST boundary conditions were also upgraded (Yamaguchi et al. 2022; Sekiguchi et al.
2022).

3.3.2 System
3.3.2.1 Configuration, and Initial and Boundary Conditions

The specifications of the Global EPS are shown in Table 3.3.1.
A low-resolution version of JMA’s Global Spectral Model (GSM; Section 3.2) is used in the Global EPS.

Accordingly, the dynamical framework and physical processes involved are essentially identical to those of
the GSM except for a lower horizontal resolution, the use of a quadratic grid instead of a linear grid, and
improvements to certain parametrization schemes (Yamaguchi et al. 2022). The horizontal resolution is re-
duced further after a forecast lead time of 18 days. Unperturbed initial conditions are based on interpolation
of the global analysis field (Section 2.5). A two-tiered SST approach (Takakura and Komori 2020) combining
anomaly-fixed SSTs (Subsection 3.2.12) with SST prediction from the Seasonal EPS (Section 3.4) is used for
the lower-boundary condition. Sea ice concentration (SIC) for the lower-boundary condition is the climato-
logical value with the daily analysis anomaly. For the first 14 forecast days, SIC anomaly and sea ice extent
anomaly are largely maintained. Thereafter, SIC anomaly is adjusted to maintain the sea ice extent anomaly.

When a forecast is used for issuing Two-week Temperature Forecasts, Early Warning Information on Ex-
treme Weather and One-month Forecasts, systematic biases estimated from hindcast experiments (Subsection
3.3.6.3) are removed.

3.3.2.2 Ensemble Size, Forecast Range and Frequency

The Global EPS, which consists of 50 perturbed members and a control, runs four times a day from initial
times of 00, 06, 12 and 18 UTC. Runs initialized at 00 UTC have a forecast range of 11 days and are used
for issuing One-week Forecasts. 12 UTC runs on Tuesdays and Wednesdays are extended to 34 days and
on other days to 18 days. After the 18-day lead time, the ensemble size is reduced to 25 per initial time.
25-member ensemble forecasts with two consecutive initial times compose a 50-member ensemble using the
lagged averaged forecast (LAF) method (Hoffman and Kalnay 1983). 12 UTC runs are used for Two-week
Temperature Forecasts, which are issued every day, and for Early Warning Information on Extreme Weather,
which is issued on Mondays and Thursdays when high probability in data for seven-day averages of very high,
very low temperatures or heavy snow is predicted for the week starting five to eight days ahead of the date of
issuance. A 50-member lagged ensemble with a forecast range of a month is used for One-month Forecasts
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Table 3.3.1: JMA Global EPS specifications

Start of operation
(Latest major implementation)

January 2017
(March 2022)

Initial time 00, 06, 12 and 18 UTC

Forecast range

Initial time 00 UTC:
11 days

Initial time 12 UTC:
34 days on Tuesdays and Wednesdays, 18 days otherwise

Initial time 06 and 18 UTC:
132 hours

Ensemble size

Forecasts up to 18 days:
51 members

Forecasts longer than 18 days:
25 members (50-member lagged ensemble with 2 initial times)

Model type GSM (an atmospheric general circulation model)

Horizontal resolution

Forecasts up to 18 days:
Spectral triangular 479 (TQ479), reduced Gaussian grid system,

roughly equivalent to 0.25◦ × 0.25◦ (27 km) in latitude and longitude
Forecasts longer than 18 days:

Spectral triangular 319 (TQ319), reduced Gaussian grid system,
roughly equivalent to 0.375◦ × 0.375◦ (40 km) in latitude and longitude

Vertical resolution (model top) 128 stretched sigma pressure hybrid levels (0.01 hPa)
Initial perturbation generator SV method, LETKF and LAF method
Initially perturbed area Global
Model ensemble method Stochastic physics scheme
Surface boundary conditions SST: Two-tiered SST
Surface boundary perturbations SST perturbations

issued on Thursdays. Runs initialized at 06 and 18 UTC with a forecast range of 132 hours are used for
Five-day Tropical Cyclone Forecasts in addition to runs with initial times at 00 and 12 UTC.

3.3.3 Initial Ensemble Perturbations

The initial perturbation of the Global EPS is generated by adding perturbations calculated using the singular
vector (SV) method (Buizza and Palmer 1995) and the LETKF (Hunt et al. 2007) approach. The subsections
below describe these methods and outline how atmospheric ensemble initial perturbations are generated.

3.3.3.1 Local Ensemble Transform Kalman Filter

Initial perturbations based on the LETKF are generated using 50 of the 100-member ensemble of hybrid 4D-Var
global analysis, each of which is a six-hour forecast valid at the initial time from previous runs of the LETKF
analysis ensemble (Section 2.5). These 50 are recentered to a zero ensemble mean and inflated using the same
coefficient as hybrid 4D-Var global analysis. The initial perturbations from the LETKF are then multiplied by
a factor of 0.85 to avoid overestimation upon addition to initial perturbations from the SV method.

3.3.3.2 Singular Vector Method

The SV method involves extraction of atmospheric growing modes as the SVs of the linearized low-resolution
model. Table 3.3.2 summarizes the specifications of SV calculation for the Global EPS. The tangent-linear
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and adjoint models of JMA’s 4D-Var system (Section 2.5) as of March 2021 generate SVs, although the reso-
lution, fourth-order horizontal diffusion and cumulus convection parameterization of the models are modified
from those of the originals. The models involve full dynamical core and physical processes including surface
turbulent fluxes, vertical turbulent transports, gravity wave drag, long-wave radiation, cloud and large-scale
precipitation, and cumulus convection. SVs based on tangent-linear and adjoint models incorporating full
physical processes are called moist SVs, while those based on models incorporating simplified physical pro-
cesses involving surface fluxes and vertical diffusion are called dry SVs.

Table 3.3.2: SV calculation specifications

Resolution Spectral triangular truncation 63 (TL63), 40 levels
Norm Moist total energy
Target area Northern hemisphere

(30 – 90◦N)
Southern hemisphere

(90 – 30◦S)
Tropics (30◦S – 30◦N)

Physical process Simplified physics Full physics
Optimization time 48 hours 24 hours
Number of perturbations 25

1. SV Definition

SV calculations are conducted for the Northern Hemisphere (30 – 90◦N), the tropics (30◦S – 30◦N)
and the Southern Hemisphere (90 – 30◦S). Dry SVs with 48-hour optimization are computed for the
Northern Hemisphere and the Southern Hemisphere, while moist SVs with a 24-hour optimization time
are computed for the tropics.

2. Norm of SV Calculation

The norm for evaluating the growth rate of dry and moist SVs is based on a total energy norm that
includes a specific humidity term (Ehrendorfer et al. 1999):
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]
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Here, Ux, Vx, Tx, qx and Px are the zonal wind, meridional wind, temperature, specific humidity and
surface pressure components of the state vector x, respectively. The left-hand side of Eq. (3.3.1) is an
inner product of state vectors x and y with a weighting of norm operator E. cp is the specific heat of dry
air at a constant pressure, Lc is the latent heat of condensation, and Rd is the gas constant for dry air.
Tr = 300 K is a reference temperature, Pr = 800 hPa is a reference pressure, and wq is a constant (here
0.04).

∫
dS is the horizontal integration for the whole globe, and

∫ (
∂p
∂η

)
dη gives the vertical integration

from the surface to the model top. Horizontal integration is performed over each target area instead of the
whole globe at the end of the optimization time. The norm at the initial time is also vertically integrated
with a weight dependent on the model level; all terms are neglected above the 31st model level, and the
specific humidity term is neglected above the 9th model level. When the surface pressure is 1,000 hPa,
the 31st and 9th model levels correspond to around 50 and 750 hPa, respectively. This suppresses initial
perturbation with a large peak of energy in the upper stratosphere and confines initial specific humidity
perturbation in the lower troposphere.

3. Generation of SV-based Perturbations
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SV-based perturbations are linear combinations of SVs. A total of 50 SVs are generated for the Northern
Hemisphere and Southern Hemisphere, and 35 for the tropics. SVs with extremely high growth rates and
those with large humidity perturbations over desert areas in low latitudes are discarded, as their modes
do not grow appropriately in the Global EPS. The SVs are transformed in a variance minimum rotation
(Yamaguchi et al. 2009) to generate 25 SV-based perturbations for each targeted area. The perturbations
for both hemispheres are scaled so that related amplitudes of temperature at the 15th model level (or
the 6th model level for the tropics) in the targeted area are 0.21 K (or 0.20 K for the tropics). When
the surface pressure is 1,000 hPa, the 15th and 6th model levels correspond to around 500 and 850
hPa, respectively. The perturbations for the three targeted areas are linearly combined to create global
perturbations.

Initial conditions for 50 perturbed members are generated by adding or subtracting the 25 SV-based
perturbations from the analysis.

3.3.4 Perturbed Physics

The stochastic physics scheme (Buizza et al. 1999) is used for perturbed members to represent model uncertain-
ties in physical parameterizations. This scheme represents random errors associated with physical processes as
follows:

∂x
∂t
= F(x) + α(λ, ϕ, t)P(x). (3.3.2)

Here, t, x, F(x) and P(x) represent time, the set of forecast variables, the overall tendency of the forecast model
and the tendency of parameterized physical processes at latitude λ and longitude ϕ, respectively. The random
variable α(λ, ϕ, t) is expressed via a triangularly truncated spherical harmonics expansion (Berner et al. 2009)
with a truncation wave number of 20. It has a time correlation of six hours based on a first-order autoregressive
process. The average of α is set as zero. Its value is limited to a specific range (-0.7 to 0.7) to avoid excessive
perturbation, and its value in the stratosphere is also set as zero.

3.3.5 Sea Surface Temperature and Related Perturbations

The SST boundary condition of the Global EPS combines anomaly-fixed SST (Subsection 3.2.12) from JMA’s
SST analysis (Subsection 5.2.1) and SST prediction from the Seasonal EPS (Section 3.4) using a two-tiered
SST approach (Takakura and Komori 2020) in which an anomaly-fixed SST covers the entire globe for up to 6
days and the SST in the tropics and subtropics is linearly relaxed to the bias-corrected ensemble mean SST of
the Seasonal EPS from 6 days to 11 days.

SST perturbations (Hotta and Ota 2019) are then generated and added to the SST of perturbed members.
The perturbation of the anomaly-fixed SST for the member i (∆SST f

i ) in the forecast from the initial time T0 is
constructed as

∆SST f
i

(
T0; t f

)
= α

[
SSTA

(
Ti + ∆T + t f

)
− SSTA (Ti)

]
(3.3.3)

where SSTA is the SST anomaly from the daily climatology, t f is the forecast lead time and Ti is a past date
randomly sampled from the range within ± 29 days from the calendar date of the initial time. ∆T and α
are tunable parameters, and are set as 1 day and 1.0, respectively. Perturbation of SST prediction from the
Seasonal EPS is the same as that of the anomaly-fixed SST, except α is set as 0.85 because the RMSE of SST
prediction from the Seasonal EPS is smaller than that of the anomaly-fixed SST in the tropics and subtropics.
SST perturbation is set as 0 where the maximum sea ice concentration on T0, Ti and Ti + ∆T + t f is above a
certain threshold (0.001) to prevent the use of excessively large perturbations.

3.3.6 Performance

The performances of each EPS product are described below. For the sake of completeness, the period before
Global EPS operation is also incorporated.
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3.3.6.1 Typhoon Forecasting

Typhoon forecasting is supported by the Global EPS, as it was previously by the Typhoon EPS. The results of
related verification are provided in the Annual Report on Activities of the RSMC Tokyo – Typhoon Center 6.

Ensemble TC tracks derived from the EPS enable JMA forecasters to integrate TC track forecast uncertainty
into their operational processes. Strike probability data, which indicate the chances of a TC center passing
within 120 km of a grid point, are routinely produced as a form of probabilistic guidance. Figure 3.3.1 shows
the reliability of this probability data for the coming five days 7.

Figure 3.3.1: Reliability diagram for probabilistic typhoon-position forecasts as derived from the EPS for 2016
(brown), 2017 (yellow), 2018 (purple), 2019 (green), 2020 (blue) and 2021 (red). RSMC Tropical Cyclone
Best Track information was referenced as observation data.

3.3.6.2 One-week Forecasting

One-week forecasting is now supported by the Global EPS rather than the previous One-week EPS. The results
of related verification are provided on the website of the WMO Lead Centre for EPS Verification8.

Figure 3.3.2 shows a time-series representation of monthly-averaged RMSEs for the 500-hPa geopotential
height ensemble mean forecast against analysis for the Northern Hemisphere (NH; 20 – 90◦N). Figure 3.3.3
compares RMSEs of ensemble means, unperturbed members and the spread of the ensemble averaged for the
periods of DJF (December/January/February) 2020/2021 and JJA (June/July/August) 2021. A higher level of
skill is observed for ensemble means than for unperturbed members, especially for longer lead times. For
shorter forecast lead times, the spread is almost the same size as that for the ensemble mean RMSE; however,
as the forecast lead time increases, values tend to fall slightly. Figure 3.3.4 shows the Brier skill score (BSS)
for 500-hPa geopotential height probabilistic forecasts in the NH. The reference forecast for the skill score is
the climatological probability given by the frequency derived from analysis fields for each month. Since the
start of operation, performance has improved annually in ensemble mean forecasts and probabilistic forecasts.

6https://www.jma.go.jp/jma/jma-eng/jma-center/rsmc-hp-pub-eg/annualreport.html
7The 2021 result was calculated using forecast data only for the period from April to December to maintain verification data consistency,
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Figure 3.3.2: Time-series representation of ensemble mean scores for the EPS (where the score is the monthly
average RMSE of the ensemble mean) for Northern Hemisphere (20 – 90◦N) 500-hPa geopotential height
forecasts with lead times of 72 (red), 120 (green), 168 (dark blue), 216 (violet) and 264 (light blue) hours from
March 2001 to June 2022. 13-month running means are also shown.

Figure 3.3.3: RMSEs for Northern Hemisphere (20 – 90◦N) 500-hPa geopotential height forecasts for the
ensemble mean (red) and the unperturbed member (green) for DJF 2020/2021 and JJA 2021 from the EPS. The
spread of the ensemble (blue) is also shown.
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Figure 3.3.4: As per Figure 3.3.2, but for Brier skill score with probabilistic forecasts of 500-hPa geopotential
height negative anomalies with magnitudes less than one climatological standard deviation from JMA’s EPS.

3.3.6.3 One-month Forecasting

One-month forecasting is now supported by the Global EPS rather than the previous One-month EPS. The
results of prediction skill evaluation based on hindcast experiments and real-time forecasts are provided on
the Tokyo Climate Center website9. Hindcast experiments covering the period from 1991 to 2020 with 13
ensemble members were conducted using atmospheric initial conditions produced from JRA-3Q (Kobayashi
et al. 2021). Initial perturbations were created from a combination of initial and evolved SVs based on the SV
method. Perturbations from the LETKF method used in the real-time operational system were not adopted to
reduce computational cost.

The skill of ensemble mean forecasts was evaluated using the Anomaly Correlation Coefficient (ACC) and
the RMSE for selected areas with respect to several physical variables. Probabilistic forecast skill was also
evaluated based on BSS, Reliability Skill Score, Resolution Skill Score and Relative Operating Characteristics
(ROCs).

Figure 3.3.5 shows a time-series representation of the NH 500-hPa geopotential height ACC for ensemble
mean forecasts averaged over 28 days from day 2 to day 29 (the running mean of 52 forecasts) based on
operational forecasting conducted from 1997 to 2021. It can be seen that skill exhibits a rising trend with
fluctuations corresponding to El Niño Southern Oscillation (ENSO) events. Table 3.3.3 shows ROC areas of
2-m temperature (T2m) and 500-hPa geopotential height (Z500) anomalies based on hindcast experiments, and
indicates that skill for the tropics is higher than that for the extratropics in all forecasts from each initial season.

as the ensemble size of the Global EPS was increased in March 2021.
8http://epsv.kishou.go.jp/EPSv/
9https://ds.data.jma.go.jp/tcc/tcc/index.html
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Table 3.3.3: ROC areas of 28-day (from day 3 to day 30) mean 2-m temperature (T2m) and 500-hPa geopoten-
tial height (Z500) anomaly prediction for positive anomaly events (upper tercile) in the Northern Hemisphere
(NH; 20 – 90◦N), the tropics (20◦S – 20◦N), and the Southern Hemisphere (SH; 90 – 20◦S) based on hindcast
experiments covering the period from 1991 to 2020. The figures in the table are multiplied by 100.

T2m Z500
Init NH Tropics SH Init NH Tropics SH
DJF 81.4 86.2 79.5 DJF 80.2 92.0 76.0
MAM 78.9 84.3 78.1 MAM 76.1 91.2 74.4
JJA 78.8 83.5 77.7 JJA 75.9 87.9 75.4
SON 79.1 84.2 78.8 SON 74.8 89.4 77.8

Figure 3.3.5: Time-series representation for the Northern Hemisphere (NH; 20 – 90◦N) 500-hPa geopotential
height anomaly correlation coefficient in ensemble mean forecasts averaged over 28 days from day 2 to day 29
(the running mean of 52 forecasts) based on operational forecasting conducted from 1997 to 2021

3.4 Seasonal Ensemble Prediction System

3.4.1 Introduction

JMA operates the Seasonal EPS to support a wide range of seasonal forecast products, including three-month
forecasts, warm- and cold-season forecasts, and El Niño outlooks. JMA began operating an ensemble pre-
diction system with an atmosphere-ocean coupled model in July 1998 with and objective limited to El Niño
outlooks. Since February 2010, seasonal forecasts have also been covered by upgraded systems (Takaya et al.
2017). The latest major update was introduced in February 2022. This section describes the details of the latest
JMA/MRI-CPS3 (referred to simply as CPS3) (Hirahara et al. 2023).
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3.4.2 System Configuration

3.4.2.1 Forecast Model

The CPS3 forecast model is an atmosphere/land/ocean/sea-ice coupled type (Table 3.4.1).
The atmosphere/land model is based on a low-resolution version of JMA’s Global Spectral Model as of

March 2020 (GSM2003; Yonehara et al. 2020; JMA 2019), with a horizontal resolution of TL319 (triangu-
lar truncation at total wavenumber 319 with a linear grid), which corresponds to approximately 55-km grid
spacing, and 100 vertical levels with the model top at 0.01 hPa. In CPS3, several schemes were upgraded
from GSM2003 to improve representation of atmosphere/ocean climatology and sub-seasonal to inter-annual
variability. Refinements for the cumulus convection scheme included treating the dissipation time scale of
kinetic energy separately for shallow and deep cumulus clouds. The cumulus entrainment rate is modified
to take into account empirical dependence on altitude and humidity, rather than being constant in the vertical
direction (Bechtold et al. 2008; Komori et al. 2020), and the lower limit of it is proportional to the depth of
the planetary boundary layer (Tokioka et al. 1988). The stratocumulus scheme is triggered when the condi-
tions proposed by Kawai et al. (2017) are met (Chiba and Kawai 2021). Gustiness near the sea surface is
parameterized with downdrafts generated by deep convection (Redelsperger et al. 2000) and boundary layer
free convection (Godfrey and Beljaars 1991). The skin sea surface temperature (SST) scheme, which solves
the heat budget in the upper few meters of the ocean in consideration of diurnal changes in the vertical water
temperature profile and the surface skin layer in radiative equilibrium, is introduced by expanding Zeng and
Beljaars (2005). A fractional land ratio is introduced to consider sub-grid-scale water surfaces. The thermo-
dynamic lake scheme is also adopted to predict lake ice formation and lake temperature variations through
water phase changes and heat transfer among water, ice and snow. Calculation of solar zenith angles (Hogan
and Hirahara 2016) and treatment of surface albedo (Hogan and Bozzo 2015) for shortwave radiation are also
adopted. A monthly climatology of ozone concentration calculated from 1981 – 2010 MRI-CCM2 reanalysis
is used (Subsection 3.9.2, Deushi and Shibata 2011). Greenhouse gas concentrations are based on observations
conducted up to 2016 and on the Coupled Model Intercomparison Project phase 6 (CMIP6) emission scenario
SSP2-RCP4.5 (Van Vuuren et al. 2011) thereafter. A three-dimensional monthly aerosol concentration clima-
tology (Yabu et al. 2017) is used both for re-forecasts and operational forecasts, and CPS3 provides a mode
allowing evaluation of the direct radiative effect from volcanic aerosols in the event of eruptions.

The ocean/sea-ice component is the Meteorological Research Institute Community Ocean Model version
4.6 (MRI.COM; Tsujino et al. 2017). For CPS3, the model is configured to cover the whole globe with the
tripolar grid of Murray (1996) at a horizontal resolution of 0.25 x 0.25◦ . This resolution is sufficient to

Table 3.4.1: JMA Seasonal EPS specifications

Last update February 2022
Initial Time 00 UTC, every day
Forecast Range up to seven months
Ensemble Size 5 members per start date

Forecast Model GSM coupled with the Meteorological Research Institute Community
Ocean Model (MRI.COM)

Horizontal Resolution
GSM: Spectral triangular 319 (TL319) reduced Gaussian grid system,
equivalent to approximately 55km
MRI.COM: 0.25 x 0.25◦ in latitude and longitude

Vertical Resolution (model
top)

GSM: 100 stretched sigma pressure hybrid levels (0.01 hPa)
MRI.COM: 60 levels

Initial perturbation method
Atmosphere: BGM method and LAF method
Ocean: Perturbations calculated using 4DVAR minimization history and
LAF method

Model perturbation method Stochastic physics scheme for the atmosphere
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resolve Tropical Instability Waves, which promote heat exchange between the equator and its north and south,
providing negative feedback to the Pacific equatorial SST during El Niño Southern Oscillation (ENSO) periods
(Vialard et al. 2001; An 2008). A z* vertical coordinate (Adcroft and Campin 2004) is used to accurately
capture flow along steep seafloor topography. The sea ice model deals with sea ice advection, formation,
growth, and melting using five ice-thickness categories (Tsujino et al. 2017).

The atmosphere and ocean models are integrated at different time steps, with a simple coupler (Yoshimura
and Yukimoto 2008) absorbing the difference and exchangeing sea surface temperature, sea ice cover and sea
surface fluxes (radiation, latent and sensible heat, momentum and fresh water) between the models every hour.

Atmospheric conditions are initialized with the Japanese Reanalysis for Three Quarters of a Century (JRA-
3Q-provisional, Kobayashi et al. 2021) for re-forecast, and the JMA Global Analysis (GA) for operational
forecast, in which atmospheric conditions are updated with a shorter time delay. CPS3 has a different land-sea
mask from this analysis and a unique lake scheme that requires initialization. To fill the gaps between these
differences while avoiding initial shock, offline surface simulation is separately run with JRA-3Q forcing and
GA (for operational forecasts only). Oceanic and sea ice initial conditions are from the ocean data assimilation
system (MOVE-G3; Fujii et al. 2023, Section 5.3).

3.4.2.2 Ensemble Size, Forecast Range and Frequency

To represent uncertainties in the initial condition, CPS3 adopts a combination of the Lagged Average Forecast
(LAF; Hoffman and Kalnay 1983) method and the initial perturbation method described below. CPS3 runs a
control member and four perturbed members from an initial time of 00 UTC every day up to seven months.
Operational products for seasonal forecasting and El Niño outlooks at JMA are composed of 51 members
(involving 3 members and 17 start dates). Atmospheric initial perturbations are generated via the Breeding of
Growing Modes (BGM) method (Chikamoto et al. 2007). Oceanic initial perturbations are generated using
4DVAR minimization history, with which daily analysis error covariance can be approximated (Niwa and Fujii
2020). To represent physical processes in the model, a stochastic physics scheme (Yonehara and Ujiie 2011;
Buizza et al. 1999) is applied to perturbed ensemble members (Subsection 3.3.4).

3.4.2.3 BGM Method

Atmospheric perturbation breeding is performed separately for the Northern Hemisphere (NH; 20 – 90◦N), the
tropics (20◦S – 20◦N) and the Southern Hemisphere (SH; 20 – 90◦S). First, perturbed and unperturbed initial
conditions are integrated up to 24 hours. Then, the difference between perturbed and unperturbed fields is
normalized so that the area-averaged root mean square difference for 500-hPa geopotential height over the NH
and SH (200-hPa velocity potential for the tropics) is equal to 14.5 (20.0) % of the climatological variance.
The normalized perturbations are subsequently orthogonalized to each other and added to the analysis to create
the next set of initial perturbations. In CPS3, the NH, SH and tropical initial perturbations are combined and
added to/subtracted from JRA-3Q (re-forecast) and GA (operational forecast).

3.4.3 Performance

The forecast skill of CPS3 is evaluated in line with the World Meteorological Organization (WMO) Global
Data Processing and Forecasting System manual (WMO 2019). To verify performance, a 30 year hindcast for
1991 – 2020 was performed with forecast model identical to the operational application, except for an ensemble
size of 10 rather than 51.

Figure 3.4.1 shows the Anomaly Correlation Coefficients (ACCs) for use between ensemble mean forecasts
and Merged satellite and in-situ data Global Daily SSTs (MGDSSTs, Kurihara et al. 2006) in NINO.3 (5◦S
– 5◦N, 150 – 90◦W), NINO.WEST (0◦ – 15◦N, 130 – 150◦E) and IOBW (20◦S – 20◦N, 40 – 100◦E). CPS3
effectively reproduces inter-annual modes of variability in tropical oceans, which are the primary known basis
for seasonal predictability. The Relative Operating Characteristic (ROC) areas of 2-m temperature (T2m)
anomalies and 500-hPa geopotential height (Z500) anomalies are shown in Table 3.4.2. Skill for the tropics is
superior to that for the NH and SH.
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Figure 3.4.1: ACC for MGDSSTs in (a) NINO.3 (5◦S – 5◦N, 150 – 90◦W), (b) NINO.WEST (0◦ – 15◦N, 130
– 150◦E) and (c) IOBW (20◦S – 20◦N, 40 – 100◦E). Shading indicates a 95% confidence interval estimated
using the bootstrap method (1,000 samples).

Table 3.4.2: ROC areas of three-month mean (JJA and DJF) T2m and Z500 for positive anomaly events (upper
tercile) in the NH, the tropics and the SH. Statistics are based on hindcast experiments for 1991 – 2020. The
numbers in the table are multiplied by 100. The initial months are May (10-member LAFs from April 11 and
26) for JJA and November (10-member LAFs from October 13 and 28) for DJF.

T2m NH Tropics SH Z500 NH Tropics SH
JJA(Initial:May) 66.8 77.2 66.3 JJA(Initial:May) 68.1 90.2 64.9
DJF(Initial:Nov) 67.3 80.9 67.4 DJF(Initial:Nov) 66.8 90.0 67.8

Other verification scores can be found on the Tokyo Climate Center website (https://ds.data.jma.
go.jp/tcc/tcc/products/model/hindcast/CPS3/index.html).

3.5 Meso-Scale Model (JMA-MSM2203)

3.5.1 Introduction
The meso-scale numerical prediction system has been operated since March 2001 to provide information for
disaster prevention and aviation safety. The Meso-Scale Model (MSM) was initially a hydrostatic spectral
model, producing 18-hour forecasts every 6 hours at 00, 06, 12 and 18 UTC. The domain covered Japan and
its surrounding areas (3,600 km × 2,880 km) at a horizontal resolution of 10 km with 40 vertical layers.

In September 2004, the MSM was replaced with a non-hydrostatic grid model (JMA-NHM; Saito et al.
2006, 2007) while retaining similar general configurations in areas such as resolution, forecast time and forecast
frequency. In March 2006, the resolutions and operation frequency were enhanced to produce 15-hour forecasts
every 3 hours at 00, 03, 06, 09, 12, 15, 18 and 21 UTC with 5-km horizontal grid spacing and 48 vertical layers.
After subsequent model updates, the forecast period of the MSM was extended to 39 hours for all eight daily
operations with an enlarged domain (4,080 km × 3,300 km) in 2013. In March 2019, the forecast period was
extended to 51 hours at 00 and 12 UTC. The extension of the forecast period and the model domain supported
improved provision of useful information for disaster prevention and aviation operations with a one-day lead
time.

In February 2017, the new-generation nonhydrostatic model ASUCA (Ishida et al. 2009, 2010, 2022) was
incorporated into the operational MSM following its application for LFM usage in January 2015 (Aranami
et al. 2015). The development of ASUCA was begun in 2007 after the development and widespread adoption
of new nonhydrostatic equations allowing conservation of mass as well as sophisticated numerical methods
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in computational fluid dynamics. Efficient operation of numerical models on scalar multi-core architecture
was also required against a background of rapid expansion in the market for massive scalar computers in the
supercomputer field (Hara et al. 2012).

ASUCA has great potential to meet these demands. In the model, flux-form fully compressible governing
equations are adopted and discretized using the finite volume method to guarantee mass conservation. The
three-stage Runge-Kutta scheme (Wicker and Skamarock 2002) is employed for time integration, leading to
better computational stability, even with a longer time-step interval, than the JMA-NHM. Improvement of par-
allelization and coding methods yields more effective computation on massive scalar multi-core architecture.

Physical processes equivalent to or better than those of the JMA-NHM are implemented via the use of
the Physics Library 10 , in which various subroutines related to physical processes are collected as vertical
one-dimensional models with unified coding and interface rules (Hara et al. 2012; Hara 2015). This simple
one-dimensional realization helps to improve computational efficiency, especially on scalar computers, and
facilitates efficient development of physical processes such as evaluation of the straightforward responses of
specific processes of interest via idealized single-column model experiments.

As described above, the MSM was significantly upgraded with the introduction of ASUCA in February
2017. Several components of physical processes (cloud microphysics, cloud fraction and land process) were
updated in March 2020. The number of layers was increased from 76 to 96 in March 2022. In this update, a
one-dimensional ocean mixed layer model predicting sea surface temperature (SST) was introduced to repre-
sent SST cooling by wind stress on the ocean. This section details the MSM updates implemented in March
2022, with general configurations provided in Subsection 3.5.2. Subsection 3.5.3 describes the design of the
dynamical core, and physical processes such as cloud physics, convective parameterization and radiation are
detailed in the subsequent subsections. Improvement of the parallelization method in ASUCA is described in
Subsection 3.5.11, and evaluation of forecast performance is detailed in Subsection 3.5.12.

3.5.2 General Configuration

The current ASUCA-based MSM is operated eight times a day, providing 51-hour forecasts at 00 and 12 UTC
and 39-hour forecasts at 03, 06, 09, 15, 18 and 21 UTC. Its forecast domain is a rectangular flat area of 4,080
km × 3,300 km covering Japan and its surroundings, with a grid spacing of 5 km. The domain configuration
is identical to that of 4D-Var Meso-scale Analysis (MA; see Section 2.6) as depicted in Figure 2.6.2. The
rectangular plane is determined via a Lambert conformal conic map projection of the Earth’s sphere with a
map scale factor applied to correct plane expansion or shrinkage associated with projection from the sphere.
Hybrid terrain following the relevant coordinates is adopted for the vertical coordinate to reduce the influences
of topography as height increases (Subsection 3.5.3). The lowest atmospheric layer is 10 m above the surface,
and the model top is at 37,500 m with 96 layers at intervals increasing from 20 m at the bottom to approximately
915 m at the top.

The prognostic variables are horizontal and vertical momentum, mass-virtual potential temperature, total
mass density, density of water vapor and hydrometeors (cloud water, cloud ice, rain, snow and graupel), ground
temperature, soil water and four of the second-order moments of turbulent fluctuations (including turbulent
kinetic energy). The model is operated with a 100/3-second time step.

Initial conditions for the model are generated via MA. Lateral boundary conditions come from the latest
available GSM (Section 3.2) forecast with a 3- or 6-hour time lag. Thus, for example, the MSM at 03 and 06
UTC has lateral boundaries from the GSM initiated at 00 UTC.

The model terrain setting relies on the GTOPO30 data set, which is a global digital elevation model with
a horizontal grid spacing of 30 arc seconds developed by the U.S. Geological Survey’s EROS Data Center
(EDC). To avoid computational instability related to steep slopes on terrain, smoothing is performed so that the
valid resolution of the terrain adopted in the model is 1.5 times as coarse as that of the model itself.

The Global Land Cover Characteristics (GLCC) data set, also provided by EDC, is used to determine the
land-sea attributes of all grids in the model. To alleviate discontinuities in surface wind and temperature fields
around coastlines, a tiling approach is introduced in which land/sea sub-grid effects can be considered in surface

10 The term ASUCA in this section refers to an NWP model incorporating physical processes from the Physics Library. The term
sometimes refers only to the related dynamical core in a more narrow sense.
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flux evaluation. Surface-related parameters such as heat capacity, thermal conductivity and roughness are also
based on land use as described by the GLCC data set. The National Land Numerical Information data set
provided by Japan’s Ministry of Land, Infrastructure, Transport and Tourism is also referenced for parameters
over Japan. Albedo and initial values of soil moisture are prescribed from monthly mean climatology.

Grids on land are further classified in terms of snow presence, and sea grids may be covered with ice. This
gives a total of four surface categories: land, snow-covered land, sea and ice-covered sea. Snow-covered areas
are analyzed using the high-resolution snow depth analysis system (Subsection 2.8.2), and ice-covered areas
are identified from sea ice analysis conducted by the Office of Marine Prediction under JMA’s Atmosphere
and Ocean Department. As described previously, surface-related parameters are essentially based on land use
without assumption of snow- or ice-covered areas. Accordingly, the parameters for these covered grid areas
need to be modified with corresponding values.

3.5.3 Dynamics
3.5.3.1 Basic Equations

The governing equations used in the MSM consist of non-hydrostatic, fully compressible equations on spherical
curvilinear orthogonal and hybrid terrain-following coordinates with the shallow assumption. The equations
are described in flux form.

1. Momentum equations

The equations of motion are described as
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(3.5.1)
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where
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. (3.5.4)
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Here, J is the Jacobian of coordinate transformation from Cartesian coordinates (x, y, z) to generalized
coordinates (ξ, η, ζ), defined as

J ≡

∣∣∣∣∣∣∣∣
ξx ξy ξz

ηx ηy ηz

ζx ζy ζz

∣∣∣∣∣∣∣∣ , (3.5.5)

where, (∂ξ/∂x)y,z - a metric of coordinate transformation - is described as ξx, and the same description
applies to other metrics. A limitation for vertical coordinate to satisfy ξz = ζz = 0 is introduced, en-
abling utilization of the Split-Explicit time integration scheme (see Subsection 3.5.3.3). (u, v,w) and
(U,V,W) represent velocity components in Cartesian coordinates and generalized coordinates, respec-
tively. γ = Cp/Cv, where Cp and Cv are the specific heat of dry air at constant pressure and constant
volume, respectively. Rd is the gas constant for dry air, and ρ is the total mass density defined as

ρ = ρd + ρv + ρc + ρr + ρi + ρs + ρg, (3.5.6)

where the subscripts d, v, c, r, i, s and g represent dry air, water vapor, cloud water, rain, cloud ice, snow
and graupel, respectively.

π is the Exner function defined by

π =

(
p
p0

) Rd
Cp

. (3.5.7)

The overlined variables ρ, ρθm and π represent the hydrostatic state as

γRdπ
1
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ρθm

)
+
ρg

J
= 0, (3.5.8)

and the variables with prime ρ′, (ρθm)′ and π′ represent perturbation from the hydrostatic state. g is
gravity acceleration, and f is the Coriolis parameter. qα is the ratio of the density of water substances α
to the total mass density (α = v, c, r, i, s, g). Wtα is the terminal fall velocity of water substance α. θm is
defined as

θm ≡ θ
(
1 +

(
1 − ϵ
ϵ

)
qv − qc − qr − qi − qs − qg

)
, (3.5.9)

where ϵ is the ratio of Rd to the gas constant for water vapor. Fρu, Fρv and Fρw are terms of the surface
friction.

Lambert conformal projection is employed, and the map factors m1 and m2 (for the x and y directions)
are given by

m1 = m2 = m =
(
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)a−1 (
1 + sinφ1
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)a

, (3.5.10)

where φ is the latitude of the relevant point, φ1 = 30◦, φ2 = 60◦ and a is given by
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 . (3.5.11)
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The hybrid terrain-following vertical coordinate which is based on the same approach as the η coordinate
(Simmons and Burridge 1981) is adopted to reduce the influences of topography as height increases
(Ishida 2007). The vertical coordinate ζ is transformed using the equation:

z = ζ + zsh (ζ) , (3.5.12)

where z is the height and zs is the surface height. The function h (ζ) is given by,

h (ζ) =
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)n}
b +
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)n , b =
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)n

1 − 2
(
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2zT

)n , (3.5.13)

where zT is the model top, zl = 2000m, zh = 12000m and n = 3, respectively.

2. Continuity equations

The continuity equation is described as follows:
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where Fρ is the tendency by water vapor flux from the surface.

3. Prognostic equation of potential temperature

The thermodynamic equation is described as
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where Qθ is the diabatic heating.

4. Prognostic equation of water substances

The prognostic equations for the density of water substances are described as
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where Fρα is source or sink term and tendency by flux from the surface for α = v.

5. State equation

The state equation is

p = Rdπρθm. (3.5.17)
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3.5.3.2 Spatial discretization

The grid structures of the model are the Arakawa C type in the horizontal direction and the Lorenz type
in the vertical direction. The equations are spatially discretized using the finite volume method (FVM) to
conserve total mass throughout the whole domain in consideration of lateral boundary inflow and outflow. The
third-order upwind scheme with the flux limiter function proposed by Koren (1993) is employed to calculate
horizontal and vertical advection terms for monotonicity in order to prevent numerical oscillation, and enhance
computational efficiency.

3.5.3.3 Time integration

The Runge-Kutta (RK3) scheme (Wicker and Skamarock 2002) is adopted for system time integration. The
terms responsible for sound waves and gravity waves are treated using a split-explicit time integration scheme
with a short time step. Other time-splitting methods are also used to treat vertical advection associated with
strong wind and vertical advection of water substances with high terminal velocity such as rain or graupel.

1. Split-Explicit (HE-VI) Scheme

The horizontally explicit and vertically implicit (HE-VI) scheme (Klemp et al. 2007) is employed. RK3
scheme is also used for the short time step of HE-VI. Forward time integrations with the short time step
∆τ are used for the horizontal momentum equations:
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and 1
J F′u and 1

J F′v are the right hand side of Eq. (3.5.1) and Eq. (3.5.2), respectively. Backward time
integrations are used for equations of vertical momentum, potential temperature and density:
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Here, we can exclude (ρw)τ+∆τ from Eq. (3.5.26) - Eq. (3.5.28) due to the limitation for vertical coordi-
nate to satisfy ξz = ζz = 0 as mentioned in Subsection 3.5.3.1, which enables the vertical implicit treat-
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Considering W = 0 at the upper and lower boundary and u = 0, v = 0 at the lower boundary, upper and
lower boundary conditions are given by ω = 0.
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2. Time splitting of vertical advection

Using RK3 as a time integration scheme and a flux limiter function as an advection scheme, the CFL
condition of 3-dimensional advection is given by

Cξ +Cη +Cζ < 1.25, (3.5.34)

where Cξ, Cη and Cζ are the Courant number in the ξ, η and ζ direction, respectively. As this condition
can be hard to fulfill with typhoons characterized by stormy horizontal winds and strong updrafts, time
splitting of vertical advection is adopted in consideration of computational efficiency and the model’s
memory alignment with vertical indices placed innermost.

In the time splitting method, each RK3 stage is divided into substeps depending on the relevant Courant
numbers. As each RK3 stage can be regarded as a forward time integration with the time steps of ∆t/3,
∆t/2 and ∆t, respectively (as shown in Figure 3.5.1), these time steps are used to evaluate the Courant
numbers for each stage. For each column, the number of substeps N is set to satisfy

Cξ +Cη +
Cζ

N
< 1.25, (3.5.35)

at each RK3 stage. When time splitting is invoked, the forward form integration at each RK3 stage is
replaced with RK3 (i.e., RK3 is nested in the original RK3 time integration) as shown in Figure 3.5.2.
This involves greater computational cost, but produces the desired higher stability.

Figure 3.5.1: Schematic of RK3 time integra-
tion scheme.

Figure 3.5.2: Schematic of time-splitting of
vertical advection. The case needs to split 3⃝
stage into 2 substeps.

When time-splitting is invoked, fields are updated using the horizontal flux Fξ and Fη first, and the
vertical flux Fζ is then evaluated with the integrated field as follows.
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n
)
∆τ, (3.5.36)

ϕn+1 = ϕH∗ −
(
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H∗
)
∆τ. (3.5.37)
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3. Time splitting of vertical advection of water substances

To stabilize integration for the vertical advection of water substances with high terminal velocity, a time
splitting method is adopted. The short time step ∆τ1 for sedimentation is determined from the Courant
number Ctζ as follows.

∆τ1 =


∆t (max(Ctζ) ≤ 1)

β
∆t

max(Ctζ)
(max(Ctζ) > 1),

(3.5.38)

where

Ctζ = (Wn +Wn
tα)∆t/∆ζ. (3.5.39)

Here, Wn is W at the time level n, β is a parameter for determining the short time step, and c = 0.9 is
used.

After time integration with ∆τ1, the residual time step is ∆t′ = ∆t − ∆τ1. The next short time step ∆τ2
is decided from the Courant number C′tz = (Wn + Wn+τ1

tα )∆t′/∆ζ and the time integration with ∆τ2 is
calculated. This procedure is repeated until no residual time step is left.

3.5.3.4 Boundary Conditions

Rayleigh damping,

DR = −n(x, y, z) {ϕ − ϕEXT } , n(x, y, z) = max
(

D
mL

,
D

mU

)
, (3.5.40)

is added near the lateral and upper boundaries to the time tendencies of horizontal and vertical momentum,
potential temperature and the mixing ratio of water vapor, where ϕ is the prognostic variable and ϕEXT is the
value of the external model. mL and mU represent coefficients that determine the 1/e-folding time for the lateral
and upper boundaries, respectively, while mL = 250 seconds and mU = 125 seconds. The location-based
function D is unity at the boundary and decreases with subsequent grid point distance.

3.5.4 Cloud Microphysics
An explicit three-ice bulk microphysics scheme (Ikawa and Saito 1991) based on Lin et al. (1983) is incorpo-
rated. The scheme predicts the mixing ratios of water vapor and five hydrometeors designated by qx where x
denotes categories defined as v for water vapor, w for cloud water, r for rain, i for cloud ice, s for snow, and
g for graupel. The cloud microphysical processes simulated in this scheme are illustrated in Figure 3.5.3 (see
Table 3.5.1 for a list of symbols used in the figure). In this scheme, some basic cloud microphysical processes
(e.g., nucleation of cloud particles, conversion from cloud particles to precipitation particles) are parameterized
because the related processes occur within a shorter time than the integration time step. However, most of the
cloud microphysical processes can be applied directly to calculation related to the size distribution assumed in
each hydrometeor category.

The number-weighted mean of the temporal tendency of one cloud microphysical variable ϕ relating to one
cloud microphysical process in each particle gives the grid-mean temporal tendency of ϕ as

dϕ
dt
=

∫ ∞

0

dϕ0(D)
dt

n(D) dD, (3.5.41)

where dϕ0(D)
dt is the temporal tendency of ϕ relating to one cloud microphysical process in a particle with

diameter D, and n(D) dD is the number of particles per unit volume of air with diameters from D to D + dD.
Hydrometeor size distribution therefore significantly affects time tendency of cloud microphysical variables
relating to cloud microphysical processes.
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3.5.4.1 Mass-size Relationships

The mass-size relationships represent particle mass mx as a function of particle diameter Dx for determination
of mixing ratios or mass weighted-mean variables. For example, the mixing ratio qx is generally formulated as

qx =
1
ρa

∫ ∞

0
mx(Dx)nx(Dx)dDx, (3.5.42)

where ρa is the density of air.
The mass-size relationship (mx(Dx)) with the power-law is formulated as

mx(Dx) = axDbx
x . (3.5.43)

For the category of cloud ice and snow, ax and bx (x for i and s) are set to 0.0185kg m−1.9 and 1.9 re-
spectively (Brown and Francis 1995). Particle sphericity (bx = 3) is assumed in the hydrometer categories
of graupel, rain and cloud water, and density is constant in each category (ρx). Accordingly, the mass-size
relationship is formulated as

mx(Dx) =
π

6
ρxDx

3. (3.5.44)

3.5.4.2 Size Distribution Functions

1. Rain, cloud ice and graupel
The size distributions of rain, cloud ice and graupel are assumed to follow an exponential function:

nx(Dx) = N0x exp(−λxDx), (3.5.45)

where N0x is the intercept and λx is the slope parameter of the size distribution. Accordingly, the moment
formula for rain, cloud ice and graupel is calculated as

Mx(p) =
∫ ∞

0
Dx

pnx(Dx) dDx = N0x
Γ(1 + p)
λx

1+p , (3.5.46)

where Γ is the gamma function and Mx(p) is the p-th moment of nx(Dx). The number concentration Nx

is the 0-th moment of nx(Dx), and is therefore calculated as

Nx =

∫ ∞

0
nx(Dx) dDx = Mx(0) =

N0x

λx
. (3.5.47)

The mixing ratio qx is calculated using mx(Dx) as

qx =
1
ρa

∫ ∞

0
mx(Dx)nx(Dx) dDx =

aN0x

ρa

Γ(1 + bx)
λx

1+bx
. (3.5.48)

The intercepts N0x are assumed to be constant or dependent only on temperature for cloud ice. The slope
parameter is therefore expressed:

λx =

(
axN0xΓ(1 + bx)

ρaqx

) 1
1+bx

. (3.5.49)

2. Snow
The size distribution function itself is not directly used for snow, but moments are parameterized based
on Field et al. (2007) as follows:

Ms (p) =
∫ ∞

0
Dp

s ns (Ds) dDs = A (p) exp
[
B (p) Tc

]
Mc(p)

s (2) , (3.5.50)

A (p) = exp
[
13.6 − 7.76p + 0.479p2

]
, (3.5.51)
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B (p) = −0.0361 + 0.0151p + 0.00149p2, (3.5.52)

C (p) = 0.807 + 0.00581p + 0.0457p2, (3.5.53)

where Tc is the temperature in celsius (◦C).
The number concentration Ns, the 0-th moment of ns(Ds), is calculated as

Ns = Ms(0) = A (0) exp [B (0) Tc] Mc(0)
s (2) . (3.5.54)

Based on (3.5.43), the mixing ratio qs is

qs =
1
ρa

∫ ∞

0
ms(Ds)ns(Ds) dDs =

1
ρa

asMs(bs) =
1
ρa

asA (bs) exp [B (bs) (Tc)] Mc(bs)
s (2) . (3.5.55)

Accordingly, the second moment Ms(2) is calculated as

Ms(2) =
[
ρaqs

as

1
A (bs) exp [B (bs) Tc]

] 1
c(bs )

. (3.5.56)

3. Cloud water
As cloud water is assumed to be monodisperse, its size distribution follows the δ-function:

nw(Dw) = Nwδ(Dw − Dw), (3.5.57)

where δ(x) satisfies the equation
∫ ∞

−∞
δ(x − a) f (x) dx = f (a) and Dw represents the diameter of the

monodisperse particle. The moment formula for cloud water is given by

Mw(p) = NwDw
p
. (3.5.58)

The number concentration of cloud water Nw is always assumed to be constant and is set to 1.0×108 m−4

in this scheme.
The mixing ratio is calculated as

qw =
ρw

ρa

π

6
Mw(3) =

ρw

ρa

π

6
NwDw

3
. (3.5.59)

The diameter is therefore determined as

Dw =

(
6ρaqw

πρwNw

) 1
3

. (3.5.60)

3.5.4.3 Fall Velocity and Sedimentation

The simple power law is adopted for the fall velocity-size relationship (Ux(Dx)) given by

Ux(Dx) = αuxDx
βux

(
ρ0

ρa

)γux

, (3.5.61)

where ρ0 is the density of the reference air, and αux, βux and γux are constants in each hydrometeor category.
The forecast model for the MSM calculates sedimentation processes for hydrometers in its dynamical core.
The cloud microphysics scheme diagnoses mass-weighed mean fall velocities as terminal velocities Wtx:

Wtx =

∫ ∞
0 Ux(Dx)mx(Dx)nx(Dx) dDx∫ ∞

0 mx(Dx)nx(Dx) dDx
. (3.5.62)

The cloud microphysics scheme passes Wtx to the dynamical core.
Table 3.5.2 shows the characteristics of each hydrometeor class. More information on the treatment of each

cloud microphysical process in this scheme can be found in the references.
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Table 3.5.1: List of symbols in Figure 3.5.3
Notation Description

Production terms
p a ppp b Production of category “a” converted from category “b” via the process “ppp”

p a ppp a b Growth of category “a” based on capture of category “b” via the process “ppp”
p a ppp b c Generation of category “a” based on category “b” capturing category “c” via the process

“ppp”
Categories by hydrometeor

v Water vapor
w Cloud water
r Rain
i Cloud ice
s Snow
g Graupel

Cloud microphysical processes
evp Evaporation
cnd Condensation

aut, cn Conversion
ac Accretion
mlt Melting
nud Nucleation
dep Deposition
sub Sublimation
frz Freezing

Table 3.5.2: Assumed hydrometeor parameters and characteristics

Rain Snow Graupel Cloud ice Cloud water
Variable qr[kg kg−1] qs[kg kg−1] qg[kg kg−1] qi[kg kg−1] qw[kg kg−1]

Size
distribution
[m−4]

nr(Dr) =
N0r exp(−λrDr)
N0r = 8.0 × 106

not directly used
ng(Dg) =
N0g exp(−λgDg)
N0g = 1.1× 106

ni(Di) =
N0i exp(−λiDi)
N0i = N00i exp(−0.12Tc)
N00i = 4.0 × 107

Tc = max(Tc,−40◦C)

monodisperse,
Dw =[

6qwρa

πNwρw

] 1
3

Nw = 1.0 × 108

Mass[kg]-
size[m]
relationship

mr =
π
6ρrD3

r ms = 0.0185D1.9
s mg =

π
6ρgD3

g mi = 0.0185D1.9
i mw =

π
6ρwD3

w

Density
[kg m−3]

ρr = 1.0 × 103 not used ρg = 3.0 × 102 not used ρw = 1.0 × 103

Fall
velocity
[m/s]

Ux(Dx) = αuxDx
βux

(
ρ0

ρa

)γux

not considered

αur = 842 αus = 17 αug = 124 αui = 71.34
βur = 0.8 βus = 0.5 βug = 0.64 βui = 0.6635
γur = 0.5 γus = 0.5 γug = 0.5 γui = 0.5
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Figure 3.5.3: Cloud microphysical processes in the MSM. For a list of symbols, see Table 3.5.1.

3.5.5 Convective Parameterization
A temporal tendency of a grid mean value ϕ associated with subgrid convection under the isobaric coordinate
is generally described as

ρ

(
∂ϕ

∂t

)
convection

= ρg
∂ρϕ′w′

∂p
+ S ϕ, (3.5.63)

where ϕ′w′ and S ϕ represent a subgrid transport flux and a source term respectively. To parameterize the
subgrid flux and source term for heat and moisture, a mass flux convective parameterization based on the
Kain-Fritsch (KF) (Kain and Fritsch 1990; Kain 2004) type scheme is employed in the MSM.

3.5.5.1 Cloud Model

The scheme parameterizes convection using a cloud model based on a one-dimensional entraining/detraining
plume model incorporating detailed treatment for interactions between convective updraft and the surrounding
air. The cloud model consists of an updraft mass flux representing the convective activity within a column.
Downdraft is not treated in the scheme. The cloud model involves the assumption that the convective updraft
area is in a steady state. Thus, mass conservation is represented as

0 = ρg
∂Mu

∂p
+ Eu − Du, (3.5.64)

where M, E and D represent convective mass flux, and entrainment / detrainment from / to environmental air
respectively. The superscript u shows updraft. For ϕ, the steady state equations can be represented as

0 = ρg
∂Muϕu

∂p
+ Euϕ − Duϕu + S u

ϕ. (3.5.65)

The scheme also employs the assumption that the area of convection is small enough relative to that of a
grid-box. Based on this assumption, the subgrid flux can be represented as

ρϕ′w′ = Mu
(
ϕu − ϕ

)
. (3.5.66)
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Substituting Eq. (3.5.64), Eq. (3.5.65) and Eq. (3.5.66) into Eq. (3.5.63), the temporal tendency of ϕ due to
subgrid convection can be re-written as a summation of the detrainment and compensating subsidence terms:

ρ

(
∂ϕ

∂t

)
convection

= Du
(
ϕu − ϕ

)
− ρgMu ∂ϕ

∂p
. (3.5.67)

3.5.5.2 Determination of Variables in Updraft

Vertical integration with Eq. (3.5.64) and Eq. (3.5.65) from the lifting condensation level (LCL), is applied
to determine ϕu and vertical profiles of Mu. During this integration, Eu and Du, representing entrainment and
detrainment, are calculated with consideration of the mixing process between the updraft and environmental
air.

Following the original KF scheme (Kain and Fritsch 1990), the interaction between updraft and the envi-
ronment associated with the turbulent mixing is estimated at each vertical model level to determine Eu and Du.
It is assumed that the turbulent mixing occurs very near the periphery of the updraft, and that large number
of subparcel-like mixtures of the updraft and the environment form at various ratios that can be described by
a Gaussian probability distribution function the mean of with a mean of 0.5, representing a scenario in which
environmental mass and updraft mass are likely to be equally mixed in subparcels.

The relationship linking δMe, δMu and δMt, defined as the entrained mass from the environment, the updraft
mass mixed with the entrained mass and the total mass respectively, can be expressed as

δMu + δMe = δMt = δMt

∫ 1

0
f (x)dx, (3.5.68)

δMe = δMt

∫ 1

0
x f (x)dx, (3.5.69)

δMu = δMt

∫ 1

0
(1 − x) f (x)dx, (3.5.70)

where x and f (x) are the fraction of environmental mass in mixed subparcels and the probability distribution
function as a function of x respectively.

δMe, which determines the amounts of entrainment and detrainment, is inversely proportional to the updraft
radius, R:

δMe = Mu0(aδP/R), (3.5.71)

where δP is the vertical grid thickness in the pressure coordinate, and the factor a is set to 0.03 m Pa−1 as a
constant. The radius of the updraft is used only for entrainment rate estimation. The radius R is set to a constant
of 750 m.

Consequently, mixtures with positive buoyancy against the environment entrain into updraft, while those
with negative buoyancy detrain from it. When xn is the fraction with which mixed air is neutral against envi-
ronmental air, Eu and Du can be formulated as follows:

Euδp = ρgδMt

∫ xn

0
x f (x)dx, (3.5.72)

Duδp = ρgδMt

∫ 1

xn

(1 − x) f (x)dx. (3.5.73)

The vertical velocity of the updraft depends on buoyancy and hydrometeor weights. The updraft terminates
when the mass flux becomes emaciated through detrainment or when its vertical velocity vanishes.

In the scheme, parameterized convection is divided into deep and shallow convection types. An updraft that
does not reach the minimum cloud depth for deep convection is regarded as shallow convection. The minimum
cloud depth is a function of temperature at the cloud base (LCL).
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3.5.5.3 Treatment of convective precipitation

For cloud water content qc, Eq. (3.5.65) applies as follows:

0 = ρg
∂Muqu

c

∂p
+ Euqc − Duqu

l + cu
c − Pc, (3.5.74)

where cu
c[kg m−3s−1] and Pc[kg m−3s−1] are condensation/glaciation and precipitation generation terms respec-

tively. In updraft evaluation, water condensate /glaciate (depending on updraft temperature at each level) are
considered.

The precipitation generation rate is formulated as a Kessler type autoconversion scheme:

Pc = A max
(
qu

c − qc0, 0
)
. (3.5.75)

The threshold qc0 is set to a constant value of 2.0 × 10−3kg kg−1. The conversion rate A is set to ρgMu/∆p
so that excess hydrometeors over the threshold are immediately taken out of the updraft as precipitation. The
generated precipitation is added to the tendencies shown as per Eq. (3.5.67) for rain, snow and graupel rather
than being represented as falling to the ground. The precipitation fall process is calculated in a sedimentation
scheme outside the convective parameterization scheme.

3.5.5.4 Closure

The closure process finally determines the magnitude of convective mass flux. Closure is the only difference
between deep and shallow convection.

For deep convection, the magnitude of mass flux is determined so that stabilized vertical profiles after
convection satisfy the condition that CAPE in the final state should be less than 15% of the initial value.
Seeking the stabilized state usually requires iterative adjustment of mass fluxes. The updraft mass flux at the
LCL, Mu0[kgm−2s−1], is initially given as follows with the assumption that vertical velocity wone is 1 m/s and
the initial area occupied by convection is 1 % of a grid:

Mu0 = 0.01ρuLCLwone, (3.5.76)

where ρuLCL is the density of the updraft mass flux at the LCL. Using Mu0, the vertical integration of Eqs.
(3.5.64) and (3.5.65) from the LCL are calculated. The value of ϕstabilized, the grid mean ϕ after stabilization, is
then calculated based on time integration of Eq. (3.5.67) with the period of the lifetime of convection τlifetime.
If the post-stabilization CAPE is still 15 % more than the initial value, the mass flux at the LCL is increased.
Iterating this process, the final value of Mu0 is determined.

For shallow convection, the mass flux at the LCL is determined using the maximum turbulent kinetic energy
(TKE),

Mu0,shallow =
TKEmax

k0

∆pparcel

gτlifetime
, (3.5.77)

where TKEmax is the maximum value of TKE and is set to 1 m2 s−2 for the MSM. k0 is set to 20 m2 s−2. ∆pparcel
[Pa] is the pressure depth from the LCL to the highest model level at which the depth is no larger than 50 hPa.

The temporal tendency of the adjusted physical quantity ϕ can be determined as

dϕ
dt

∣∣∣∣∣
convection

=
ϕstabilized − ϕinitial

τlifetime
, (3.5.78)

where τlifetime is set to a constant value of 600 s.

3.5.5.5 Diagnosis of the Convection as a Triggering Process

Diagnosis is performed to determine whether each column is convectively unstable enough to activate the
scheme. This is done for every timestep to identify grids where parameterized convection should occur, and
involves two steps.
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Firstly, the temperature of a lifted parcel is compared with the environmental temperature T . The parcel
temperature Tdiag is defined as the lifted air mass at the LCL TLCL with a perturbation:

Tdiag = TLCL + ∆T ′. (3.5.79)

The second term on the right represents perturbation corresponding to subgrid-scale buoyant flux associated
with the planetary boundary layer process.

∆T ′ = max
[
Aplume,min

[
BplumeσTv ,Gmaxzh

]]
Π, (3.5.80)

σTv = 1.93w′θ′vs/wm, (3.5.81)

w3
m = u3

∗ + 0.25zhw′b′s, (3.5.82)

where Π, zh, u∗ and w′b′s are the Exner function, the height of the planetary boundary layer, friction velocity
and turbulent buoyant flux at the surface respectively. The parameters are set to Aplume =0.2 K, Bplume =3.26
and Gmax =10−3 Km−1. The diagnosis process lifts the potential updraft source layer (USL) of the lowest 50
hPa depth adiabatically to its LCL for determination of TLCL. If Tdiag > T is not satisfied, the base of the
potential USL is moved up to the next model level and comparison of Tdiag with T is repeated as long as the
base of the potential USL is below the lowest 300 hPa of the atmosphere.

As the second step of diagnosis, if Tdiag > T is satisfied, the scheme calculates CAPE. To determine this
value, the updraft variables are provisionally calculated by vertically integrating Eq. (3.5.64) and Eq. (3.5.65).
If the updraft parcel has a positive CAPE value, parameterized convection is activated in the column.

3.5.6 Radiation

The radiation process employed in the MSM is almost identical to that in the GSM, as the codes of the GSM
radiation process were ported into the MSM. The details are described in Subsection 3.2.3. Some differences
are outlined below.

3.5.6.1 Radiatively Active Constituents

Radiatively active gases accounted for in the MSM are identical to those in the GSM, although certain represen-
tations of optical properties differ. Some gas concentrations differ (O3:375 ppmv, CH4:1.75 ppmv, N2O:0.28
ppmv) and aerosol optical depth climatology is based on total-column values from MODerate resolution Imag-
ing Spectroradiometer (MODIS) and Total Ozone Mapping Spectrometer (TOMS) observations with seasonal
variations. Other optical properties of aerosols are specified as continental and maritime background values
without seasonal variation.

3.5.6.2 Cloud Properties

The effective radius of cloud ice particles re[µm] is diagnosed using a linearized equation based on Ou and
Liou (1995):

re =


20 T < −60

20 +
130(T + 60)

40
−60 ≤ T ≤ −20

150 −20 < T

, (3.5.83)

where T [◦C] is the air temperature. The effective radius of cloud water droplets is fixed at 15 µm.
Cloud optical properties for short-wave radiation are parameterized following Slingo (1989) for liquid

droplets and Ebert and Curry (1992) for ice particles. Cloud optical thickness for long-wave radiation is
parameterized as per Hu and Stamnes (1993) for liquid droplets and as per Ebert and Curry (1992) for ice
particles.
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3.5.6.3 Cloud Fraction

The cloud fraction for the radiation scheme is diagnosed using a partial condensation method based on Som-
meria and Deardorff (1977) and Mellor (1977), which is also employed to evaluate subgrid scale buoyancy flux
in the boundary layer scheme (Subsection 3.5.7). This method involves calculation to determine the variance
of the gridbox saturation deficit, associated with fluctuations of liquid water potential temperature (θ′l ) and total
water specific humidity (q′w). Assuming unimodal Gaussian distribution for the deficit, the liquid cloud fraction
(Rl) and the gridbox mean liquid water content (ql) are given by

Rl =
1

√
2π(2σs)

∫ ∞

0
exp

[
− (ql − al∆q)2

2(2σs)2

]
dql =

1
2

[
1 + erf

(
Q1√

2

)]
, (3.5.84)

ql =
1

√
2π(2σs)

∫ ∞

0
ql exp

[
− (ql − al∆q)2

2(2σs)2

]
dql = 2σs

RlQ1 +
1
√

2π
exp

−Q2
1

2

 , (3.5.85)

where ∆q = qw − qsat(Tl), Tl denotes the liquid water temperature, and qsat(T ) is saturated specific humidity at
the temperature (T ). al and Q1 are given by

al =

1 + L
Cp

(
∂qsat

∂T

)
T=Tl

−1

, (3.5.86)

Q1 =
al∆q
2σs

, (3.5.87)

where L denotes the latent heat of condensation and Cp is specific heat at the constant pressure of dry air,
and σs is a half of the standard deviation of the saturation deficit. σs can be represented using the turbulent
prognostic variables (θ′2l , q′2w , and θ′l q

′
w) in the boundary layer scheme (Subsection 3.5.7) as follows:

σ2
s =

1
4

(
a2

l q′2w − 2alblθ
′
l q
′
w + b2

l θ
′2
l

)
, (3.5.88)

bl = alΠ

(
∂qsat

∂T

)
T=Tl

, (3.5.89)

where Π is the Exner function.
For parametrizing the ice cloud fraction, a pragmatic approach based on Wilson and Ballard (1999) is

employed. The ice cloud fraction Ri is given by

Ri =



0
qf

bsi
= 0

1
2

(
6

qf

bsi

)2/3

0 <
qf

bsi
≤ 1

6

1 − 4 cos2 ϕ
1
6
<

qf

bsi
≤ 1

1 1 <
qf

bsi

, (3.5.90)

where qf is the gridbox mean ice water content including snow aggregates. bsi and ϕ are given by

bsi = 2
√

6σs, (3.5.91)

ϕ =
1
3

{
cos−1

[
3

2
√

2

(
1 − qf

bsi

)]
+ 4π

}
. (3.5.92)

A total cloud fraction R is obtained by combination of liquid and ice cloud fraction. Assuming that the liquid
and ice clouds are minimally overlapped, R is given by

R = Rl + Ri −min⟨Rl,Ri⟩. (3.5.93)
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3.5.6.4 Radiative Timesteps

Long-wave and short-wave radiation schemes are fully calculated every 15 minutes, while heating rates asso-
ciated with long-wave and short-wave radiation are corrected at every time step using the surface temperature
and the solar zenith angle, respectively.

3.5.7 Boundary Layer
The boundary layer scheme represents vertical turbulent transport of momentum, heat and water. The fluxes
exhibit the temporal tendency of the variable ϕ(= u, v, θl, qw) associated with turbulent transport as follows:

∂ϕ

∂t
= − ∂

∂z
w′ϕ′. (3.5.94)

The MSM employs the Mellor-Yamada-Nakanishi-Niino Level 3 model (MYNN3) (Nakanishi and Niino
2009) as a boundary layer scheme. This is a second order turbulent closure model in which it is assumed that
the third-order moments of turbulent fluctuation can be depicted by lower-order moments.

3.5.7.1 Prognostic Equations and Fluxes

In the MYNN3 with boundary layer approximation, in which horizontal derivatives are ignored, just only four
turbulent prognostic variables (including turbulent kinetic energy (TKE)), remain:

∂q2

∂t
= − 2

(
u′w′

∂u
∂z
+ v′w′

∂v
∂z

)
+ 2

g

θv
w′θ′v − 2ε +

∂

∂z

(
qℓS q

∂q2

∂z

)
, (3.5.95)

∂θ
′2
l

∂t
= − 2w′θ′l

∂θl

∂z
− 2εθ +

∂

∂z

qℓS θ

∂θ
′2
l

∂z

 , (3.5.96)

∂q′2w
∂t
= − 2w′q′w

∂qw

∂z
− 2εq +

∂

∂z

qℓS qw

∂q′2w
∂z

 , (3.5.97)

∂θ′l q
′
w

∂t
= − w′θ′l

∂qw

∂z
− w′q′w

∂θl

∂z
− 2εθq +

∂

∂z

qℓS θq
∂θ′l q

′
w

∂z

 , (3.5.98)

where q2 is a doubled TKE value, θl the liquid water potential temperature, qw the total water content, and
ℓ the mixing length (see Subsection 3.5.7.4). ϕ represents an ensemble-averaged ϕ, and ϕ′ is the turbulent
fluctuation of ϕ. The buoyancy flux, (g/θv)w′θ′v, and the dissipation terms εX are described in Subsections
3.5.7.2 and 3.5.7.3, respectively. Here, ql is the mixing ratio of liquid water (including the ice phase), and

q2 =
(
u′2 + v′2 + w′2

)
, (3.5.99)

θl = θ −
L

Cp

θ

T
ql, (3.5.100)

qw = qv + ql, (3.5.101)

where L denotes the latent heat of condensation and Cp specific heat at the constant pressure of dry air. The
turbulent fluxes are diagnosed as

u′w′ = −qℓ(S M2.5 + S ′M)
∂u
∂z
, (3.5.102)

v′w′ = −qℓ(S M2.5 + S ′M)
∂v
∂z
, (3.5.103)

w′θ′l = −qℓ(S H2.5 + S ′H)
∂θl

∂z
, (3.5.104)

115



w′q′w = −qℓ(S H2.5 + S ′H)
∂qw

∂z
, (3.5.105)

where S X and S ′X are non-dimensional diffusion coefficients (see Subsection 3.5.7.5).
Once the prognostic equations (3.5.95), (3.5.96), (3.5.97), and (3.5.98) are integrated, the fluxes in Eqs.

(3.5.102), (3.5.103), (3.5.104), and (3.5.105) and the tendencies of the turbulent prognostic variables can be
calculated.

3.5.7.2 Buoyancy Flux

Buoyancy flux (g/θv)w′θ′v is a major origin of TKE production. With consideration of partial condensation
effects assuming that the fluctuations of θl and qw from their mean values is expressed by the Gaussian proba-
bility density function (PDF) (Sommeria and Deardorff 1977), the width of which depends on θ′2l , q′2w and θ′l q

′
w,

the buoyancy flux can be written as a function of the cloud fraction (R) and the gridbox mean liquid water
content (ql) determined as moments of the PDF (see Subsection 3.5.6). Following Sommeria and Deardorff
(1977) and Mellor (1977), the value is given by

g

θv
w′θ′v =

g

θv

(
βθw′θ′l + βqw′q′w

)
, (3.5.106)

βθ = 1 + 0.61qw − 1.61ql − R̃alblcl, (3.5.107)

βq = 0.61θ + R̃alcl, (3.5.108)

R̃ = R − ql

2σs

1
√

2π
exp

−Q2
1

2

 , (3.5.109)

cl = (1 + 0.61qw − 1.61ql)
θ

T
L

Cp
− 1.61θ. (3.5.110)

Here, al, bl, σs and Q1 are given by Eqs. (3.5.86), (3.5.89), (3.5.88), and (3.5.87).

3.5.7.3 Dissipation Terms

The dissipation terms εX appearing in the equations are parameterized on the basis of Kolmogorov’s local
isotropy assumption as

ε =
q

B1ℓ
q2, εθ =

q
B2ℓ

θ
′2
l , εq =

q
B2ℓ

q′2w , εθq =
q

B2ℓ
θ′l q
′
w, (3.5.111)

with the closure constants B1 and B2 (Nakanishi and Niino 2009).

3.5.7.4 Mixing Lengths

The formulation of mixing length ℓ is based on the original work of Nakanishi and Niino (2009), but modified
partially. ℓ is defined by blending three length scales as

1
ℓ2 =

1
L2

S

+
1

L2
T

+
1

L2
B

, (3.5.112)

where

LS =


kz/3.7 (ζ ≥ 1)
kz(1 + 2.7ζ)−1 (0 ≤ ζ < 1)
kz(1 − 10ζ)0.2 (ζ < 0)

, (3.5.113)

LB =


q/Nl (∂θ/∂z > 0, ζ ≥ 0)[
1 + 5wL(qc/LT Nl)1/2

]
q/Nl (∂θ/∂z > 0, ζ < 0)

∞ (∂θ/∂z ≤ 0)
, (3.5.114)
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with the Brunt-Väisälä frequency Nl, the von Kármán constant k, qc = [(g/θv)w′θ′vLT]1/3, and ζ = z/LMO with
the Monin-Obukhov length LMO. wL is a function given by

wL(z) =
1 − tanh

(
z−(zh+∆z)
∆z/2

)
2

, (3.5.115)

with the boundary layer height zh, and the transition layer depth into the free atmosphere ∆z. zh is calculated
following the method of Olson et al. (2019) and ∆z is assumed to be 0.3zh. wL is equal to 1 in the boundary layer
(z < zh), gradually decreases in the transition layer (zh ≤ z < zh + 2∆z) and becomes 0 in the free atmosphere
(z ≥ zh + 2∆z). It is introduced to switch mixing length formulation smoothly between the boundary layer and
the free atmosphere.

LT is defined by blending the length scales for the boundary layer (LT(BL)) and the free atmosphere (LT(FA))
as

LT = wLLT(BL) + (1 − wL)LT(FA), (3.5.116)

LT(BL) = 0.23

∫ zh+∆z

0
qz dz∫ zh+∆z

0
q dz

. (3.5.117)

LT(FA) is defined in sections where q2 exceeds a threshold q2
thr(= 10−4 m2s−2) in the free atmosphere (z > zh). If

there are N sections, LT(FA) is evaluated as

LT(FA)(z) =



L1
T(FA) (z1

min ≤ z ≤ z1
max)

L2
T(FA) (z2

min ≤ z ≤ z2
max)

...
...

LN
T(FA) (zN

min ≤ z ≤ zN
max)

0 (elsewhere)

, (3.5.118)

Ln
T(FA) = 0.23

∫ zn
max

zn
min

q(z − zn
min) dz∫ zn

max

zn
min

q dz

(n = 1, 2, · · · ,N), (3.5.119)

where zn
min and zn

max are the lower and upper boundary of the nth section.

3.5.7.5 Nondimensional Diffusion Coefficients

S M2.5 and S H2.5 are determined using the gradient Richardson number, TKE and the empirical constants ap-
pearing in closure assumptions. S ′M and S ′H are correction terms induced by enhancement from the level 2.5
model (in which only TKE is treated as a prognostic variable) to the level 3 model. The correction terms de-
pend on the turbulent prognostic variables (q2, θ′2l , q′2w and θ′l q

′
w). Following Nakanishi and Niino (2009), S q,

S θl , S θq and S qw are assumed to be proportional to S M2.5 as S q = 3S M2.5 and S θl = S θq = S qw = S M2.5. For
technical details, refer to Nakanishi (2001) and Nakanishi and Niino (2004, 2006, 2009).

3.5.8 Surface Fluxes
The main procedures relating to surface processes involve the evaluation of surface fluxes. The surface scheme
in the MSM employs a tiled approach in which different subgrid surface types are represented for land and sea.
Turbulent fluxes are calculated for all tiles based on properties such as albedo and surface temperature, and are
averaged over tiles with land fractions.
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3.5.8.1 Basic Equations

Within the surface layer, it is assumed that turbulent fluxes are constant with height and equivalent to surface
values. These can be expressed in terms of differences between quantities in the lowest layer of the atmosphere
(u1,v1,θv1, and qv1) and the surface (θvs and qvs) as

u′w′ = −CmUau1 , (3.5.120)

v′w′ = −CmUav1 , (3.5.121)

w′θ′v = −ChUa(θv1 − θvs) , (3.5.122)

w′q′v = −CqUa(qv1 − qvs) , (3.5.123)

where u and v are horizontal wind velocity components, θv virtual potential temperature, qv specific humidity,
and Ua wind speed near the surface. Following Kitamura and Ito (2016), Ua is expressed using turbulent kinetic
energy, E (= q2/2), as

Ua =

√
u2

1 + v2
1 + 2CE, (3.5.124)

where C = 2/3. q2 is offered by the boundary layer scheme (see Subsection 3.5.7). qvs is represented as a
saturated specific humidity (qsat) at the surface temperature (Ts):

qvs = qsat(Ts). (3.5.125)

Over the sea surface, qvs is reduced due to salinity by the factor of 0.98 (Zeng et al. 1998).

3.5.8.2 Transfer Coefficients for Momentum and Heat

The transfer coefficients are formulated as

Cm(z) =
k2[

ln
z

z0m
− ψm

(
z

LMO

)
+ ψm

(
z0m

LMO

)]2

≡ k2

Φ2
m(z, LMO)

, (3.5.126)

Ch(z) =
k2[

ln
z

z0m
− ψm

(
z

LMO

)
+ ψm

(
z0m

LMO

)] [
ln

z
z0h
− ψh

(
z

LMO

)
+ ψh

(
z0h

LMO

)]
≡ k2

Φm(z, LMO)Φh(z, LMO)
, (3.5.127)

where z is the height of the lowest model layer, LMO the Monin-Obukhov length, z0m and z0h the roughness
length for momentum and heat, and k = 0.4 (von Kármán’s constant). The integrated gradient functions for
momentum, ψm, and heat, ψh, are given as functions of ζ = z/LMO following Beljaars and Holtslag (1991) for
unstable (ζ < 0) and Gryanik et al. (2020) for stable (ζ ≥ 0):

ψm(ζ) =


−3

am

bm

{
(1 + bmζ)1/3 − 1

}
(ζ ≥ 0)

π

2
− 2 tan−1 x + ln

(1 + x)2(1 + x2)
8

(ζ < 0)

, (3.5.128)
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ψh(ζ) =


−

ah

bh
ln(1 + bhζ) (ζ ≥ 0)

2 ln
1 + x2

2
(ζ < 0)

, (3.5.129)

with am = 5, ah = 5, bm = 0.3, bh = 0.4 and x = (1 − 16ζ)1/4.
Here, u1, v1, θ1 and qv1 are volume-averaged variables as ASUCA employs the finite volume method for

the spatial descretization scheme. To make consistent with this, Φm and Φh should be averaged over the lowest
model layer (Nishizawa and Kitamura 2018). The mean values of Φm and Φh are given by

Φm = Φm(ζ1) −
1
ζ1

∫ ζ1

ζ0m

ϕm(ζ′)dζ′, (3.5.130)

Φh = Φh(ζ1) −
1
ζ1

∫ ζ1

ζ0h

ϕh(ζ′)dζ′, (3.5.131)

where Φm and Φh are the mean values of Φm and Φh, ζ1 = z1/LMO, ζ0m = z0m/LMO, ζ0h = z0h/LMO, ϕm =

1 − ζ(∂ψm/∂ζ), ϕh = 1 − ζ(∂ψh/∂ζ) and z1 is the depth of lowest model layer.
The Monin-Obukhov length is determined from the following relation:

RiB =
z

LMO

Φh(z, LMO)

Φm
2
(z, LMO)

, (3.5.132)

which can be solved by using an iterative approach such as the Newton’s method. RiB is the Bulk Richardson
Number defined by

RiB =
gz

1
2

(θv1 + θvs)

(θv1 − θvs)
U2

a
. (3.5.133)

3.5.8.3 Transfer Coefficients for Moisture

Cq over sea areas is represented with the same formula as for Ch, except with the roughness length for moisture
(z0q). For land, evaporation from soil, vegetation and water intercepted by the surface are modeled. Cq over
land is represented as

Cq =
{
fintc + (1 − fintc)

[
fveg (ψstm + ψcan) + fsoilβs

]}
Ch (3.5.134)

where fintc is a fraction of the interception reservoir, fveg is a fraction of vegetation, fsoil is a fraction of bare
soil, ψstm and ψcan are aerodynamic resistance factors, and βs is evaporation efficiency from bare soil. fveg is
calculated using the 1km MODIS-based Maximum Green Vegetation Fraction (Broxton et al. 2014b). fsoil is
given by

fsoil = 1 − fveg − furban, (3.5.135)

where furban is a fraction of the urbanized area, and furban is obtained by combining the fractions of buildings
and roads derived from the National Land Numerical Information dataset provided by Japan’s Ministry of
Land, Infrastructure, Transport and Tourism. Parameterization for the interception reservoir is as described in
Subsection 3.5.9.

ψstm, a factor for vegetation transpiration, is given by

ψstm =
1
rs

(
ChUa +

1
rs

)−1

, (3.5.136)
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where rs is stomatal resistance. rs is a function of the Leaf Area Index (LAI), downward shortwave radiation,
root zone soil water, atmospheric water vapor deficit and air temperature. Following Noilhan and Planton
(1989), rs is given by

rs =
rs,min

LAI
F1F−1

2 F−1
3 F−1

4 (3.5.137)

with rs,min = 250 s m−1. LAI is prescribed from monthly climatology based on the MODIS LAI product
(Myneni 2015). F1 parameterizes the influences of photosynthetically active radiation:

F1 = (1 + f )
 f +

rs,min

rs,max

−1

, f =
0.55S ↓

S 0

 2
LAI

 , (3.5.138)

where S ↓ is downward short-wave radiation at the surface, rs,max = 1200 s m−1 and S 0 = 30 W m−2. F2
describes the availability of soil water in the root zone for transpiration:

F2 =
w2 − wwp

wfc − wwp
(0 ≤ F2 ≤ 1). (3.5.139)

Here, w2, wfc and wwp are volumetric soil water content in the root zone, at field capacity and at the wilting
point, respectively. wfc and wwp are estimated using the fraction of clay (Subsection 3.5.9). F3 (the effect of
the vapor pressure deficit in air) and F4 (air temperature dependence) are

F3 = 1 − 0.025 {esat(T1) − e1} (0 ≤ F3 ≤ 1)
F4 = 1 − 0.0016(298 − T1)2 (0 ≤ F4 ≤ 1) , (3.5.140)

where T1 and e1 are temperature and vapor pressure at the lowest model levels and esat(T1) is saturated vapor
pressure at T1.

ψcan is a factor for turbulent exchange between the vegetation canopy and the underlying soil, given by

ψcan = fcan

 βsgcan

ChUa + βsgcan

 , (3.5.141)

where gcan is in-canopy conductance and fcan is a canopy gap fraction. Following Essery et al. (2003), gcan is
given by

gcan =
C1/2

m Ua

43
, (3.5.142)

fcan is a function of LAI following Zeng and Wang (2007):

fcan = 1 − V, (3.5.143)

V =
1 − exp {−kcan min⟨LAI, LAIcr⟩}

1 − exp {−kcanLAIcr}
, (3.5.144)

with kcan = 1.5 and LAIcr = 2.
βs is formulated following Lee and Pielke (1992):

βs =


1
4

1 − cos
π wg

wfc

2

wg < wfc

1 wg ≥ wfc

. (3.5.145)

wg is surface volumetric soil water content (Subsection 3.5.9). If the gridbox is covered with snow, βs is set as
1.
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3.5.8.4 Roughness Length

Momentum roughness length (z0m) for land depends on land use at each grid point. Thermal roughness length
(z0h) for land is calculated using the relational expression ln(z0m/z0h) = kB−1 (e.g., Garratt and Francey 1978).
For urban surfaces, kB−1 is set as 6 following Kanda et al. (2005), while kB−1 = 2 is applied for other land use
types. Moisture roughness length (z0q) for land is assumed to be the same as z0h.

Roughness lengths for sea areas are calculated using friction velocity u∗ following Beljaars (1995):

z0m = am
ν

u∗
+ aCh

u2
∗

g
, (3.5.146)

z0h = ah
ν

u∗
, (3.5.147)

z0q = aq
ν

u∗
, (3.5.148)

where am = 0.11, aCh = 0.018, ah = 0.40 and aq = 0.62, and ν is kinematic viscosity (= 1.5 × 10−5 m2 s−1). u∗
is defined by

u∗ =
(
u′w′

2
+ v′w′

2
) 1

4
. (3.5.149)

3.5.8.5 Screen Level Diagnostics

The screen level physical quantities such as temperature and dew point at 1.5 m height and wind at 10 m
height are diagnosed by interpolation between the lowest model level and surface assuming the same gradient
functions as in the scheme of surface process. Wind velocity at z10m (10 m height), u10m, and virtual potential
temperature at z1.5m (1.5 m height), θv1.5m are diagnosed as

u10m =

√
Cm(z)

Cm(z10m)
u1 , (3.5.150)

θv1.5m = θvs +
Ch(z)

Ch(z1.5m)

√
Cm(z1.5m)

Cm(z)
(θv1 − θvs) . (3.5.151)

3.5.9 Ground Temperature and Soil Moisture
3.5.9.1 Ground Surface Temperature

Ground surface temperature, which is used in evaluating surface fluxes, is predicted by solving a surface energy
balance equation given by

cs
∂Ts

∂t
= (1 − α)S w↓ + Lw↓ − σT 4

s − H − LE −Gs , (3.5.152)

where S w↓ and Lw↓ denote the fluxes of shortwave and longwave radiation towards the surface, σ is the Stefan-
Boltzmann constant, α is the surface albedo, and Gs is heat flux towards the ground. H and LE represent fluxes
of sensible heat and latent heat from the surface:

H = −Cpρ w′θ′v , (3.5.153)

LE = −Lρ w′q′v , (3.5.154)

where Cp is the specific heat of dry air at a constant pressure, L is the latent heat of vaporization, and ρ is the
density of air near the surface.

Ground temperature (Tg), which is used in evaluating Gs, is predicted using a multi-layer model. The basic
formula adopted is the heat conduction equation:

cg
∂Tg

∂t
= −∂G

∂z
, G = −λ

∂Tg

∂z
, (3.5.155)
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where G is ground heat flux, cg is heat capacity and λ is thermal conductivity. The soil column is discretized
into eight layers to solve the above equations, numerically. The soil temperature for the lowest layer is fixed to
a climatological value for forecasts. To obtain climatological data for ground temperature, monthly mean tem-
peratures at standard pressure levels were first calculated from objective analysis conducted in 1985 and 1986.
Next, these data were interpolated vertically to the model ground surface. Then, only the annual mean and the
first harmonic component of annual change in surface temperature were extracted to obtain the climatological
underground temperature at the k-th ground layer with the following equation:

Tg = T̂ + A exp
(
− z

d

)
cos

{
2π
365

(D − P) − z
d

}
, (3.5.156)

where T̂ is the mean ground surface temperature, A and P are the amplitude and the phase of the annual
component of surface temperature, respectively, zk is the depth of the k-th ground layer, d( = 2.65 m) is the
e-folding depth and D is the number of days since the beginning of the year.

Sea surface temperature is also spatially interpolated from the results of SST analysis (Section 5.2). The
value is given as Ts, and is predicted using an ocean mixed-layer model (Subsection 3.5.10) for the MSM.

3.5.9.2 Interception Reservoir

Rainfall and dew are intercepted by vegetation, urban surface and bare ground, with intercepted water evapo-
rating at the potential rate. The prognostic equation for intercepted water content W is

dW

dt
= Pr − Eintc − Rr, (3.5.157)

where Pr is the precipitation rate, and Eintc and Rr are evaporation and runoff rates from intercepted water. Eintc
is given by

Eintc = fintcChUa(qvs − qv1). (3.5.158)

The interception reservoir fraction fintc is defined as

fintc =

(
W

Wm

)2/3

, (3.5.159)

where Wm is the maximum value for intercepted water. Wm is defined from LAI, furban and fsoil as:

Wm = Wm,vegLAI fveg +Wm,urban furban +Wm,soil fsoil. (3.5.160)

Wm,veg, Wm,urban and Wm,soil are set as 0.2 kg m−3.

Rr is simply defined as the excess of intercepted water, given by

Rr =
1
∆t

max ⟨W + (Pr − Eintc)∆t −Wm , 0⟩ (3.5.161)

where ∆t is the model timestep.

3.5.9.3 Soil Moisture

Soil moisture is predicted using the force-restore method based on Noilhan and Planton (1989):

∂wg

∂t
=

C1

ρwd1
(Rr − Ebs) −

C2

τ
(wg − wgeq) , (3.5.162)

∂w2

∂t
=

1
ρwd2

(Rr − Ebs − Etr) , (3.5.163)
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where w2 is the mean volumetric water content in the root zone, τ a time constant (86400 s), Ebs the evaporation
rate from bare soil, Etr the transpiration rate, ρw the density of liquid water, d1 = 0.1 m, d2 = 0.5 m, and wgeq
the surface volumetric water content on which gravity balances the capillarity forces. Evaporations from soil
(Ebs and Etr) are given by

Ebs = ρ(1 − fintc)( fsoilβs + fvegψcan)ChUa(qvs − qv1) (3.5.164)
Etr = ρ(1 − fintc) fvegψstmChUa(qvs − qv1). (3.5.165)

C1, C2 and wgeq are defined as

C1 =


C1,sat

 wg

wsat

−b/2−1

wg ≥ wwp

C1,max exp
− (wg − wmax)2

2σ2
g

 wg < wwp

, (3.5.166)

C2 = C2,ref

 w2

wsat − w2 + 0.01

 , (3.5.167)

wgeq = w2 − awsat

 w2

wsat

p 1 −  w2

wsat

8p . (3.5.168)

When soil is very dry, C1 implicitly represents the vapor phase transfers within soil (Braud et al. 1993). Fol-
lowing Noilhan and Mahfouf (1996), C1,max, wmax, and σg are expressed as

C1,max = (1.19wwp − 5.09) × 10−2Ts + 1.464wwp + 17.86, (3.5.169)
wmax = ηwwp, (3.5.170)

η = (−1.815 × 10−2Ts + 6.41)wwp + (6.5 × 10−3Ts − 1.4), (3.5.171)

σ2
g = −

w2
max

2 ln
0.01

C1,max

. (3.5.172)

Hydraulic parameters wsat, wwp, wfc, b, C1,sat, C2,ref , a, p are related to soil texture. Using empirical equa-
tions based on Noilhan and Lacarrére (1995), these parameters are estimated as follows:

wsat = (−1.08 fsand + 494.305) × 10−3, (3.5.173)

wwp = 37.1342 × 10−3( fclay)1/2, (3.5.174)

wfc = 89.0467 × 10−3( fclay)0.3496, (3.5.175)
b = 0.137 fclay + 3.501, (3.5.176)

C1,sat = (5.58 fclay + 84.88) × 10−2, (3.5.177)

C2,ref = 13.815( fclay)−0.954, (3.5.178)

a = 732.42 × 10−3( fclay)−0.539, (3.5.179)
p = 0.134 fclay + 3.4 (3.5.180)

fsand and fclay, which are sand and clay fractions in the soil, are obtained from HWSD (Harmonized World Soil
Database) dataset (FAO et al. 2012).

3.5.10 Ocean Mixed Layer
The ocean mixed layer (OML) scheme treats temporal variations in water temperature and salinity, especially
during periods of typhoon passage, to provide temporally changing lower boundary conditions of flux over the
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ocean. In such conditions, near-surface wind drives vertical mixing and upwelling of sea water, resulting in
sea surface cooling. Formulation of one-dimensional prognostic equations for water temperature Tocn, salinity
S , and ocean current Vocn in the ocean is based on Price et al. (1986):

∂Tocn

∂t
= − 1

ρ0C
∂F
∂z
+ D, (3.5.181)

∂S
∂t
= −∂E

∂z
+ D, (3.5.182)

∂Vocn

∂t
= − f × Vocn −

1
ρ0

∂G
∂z
, (3.5.183)

where F, E, and G are air-sea heat fluxes, as given from the surface scheme (Subsection 3.5.8) and radiation
scheme (Subsection 3.5.6) and freshwater fluxes (calculated from evaporation and precipitation rates), and G
is wind stress. D is a Rayleigh damping term, ρ0 is the reference density of water, C is the heat capacity of
water, and f is the Coriolis parameter.

The OML scheme considers three vertical mixing processes based on:

∂ρ

∂z
≤ 0 (3.5.184)

for static stability,

Rb =
g∆ρh

ρ0(∆Vocn)2 ≤ 0.30 (3.5.185)

for mixed layer shear flow stability, and

Rg =
g∂ρ/∂z

ρ0(∂Vocn/∂z)2 ≤ 0.25 (3.5.186)

for stratified shear flow stability. g is the acceleration of gravity, h is the mixed layer depth, and ∆() takes the
difference between the mixed layer and the level just beneath.

First, heat fluxes except short-wave radiation and freshwater fluxes are given to the surface grid, a density
profile is calculated. Short-wave radiation is absorbed within the water column with a double exponential depth
dependence. When static instability (3.5.184) matches, the mixing occurs from the surface downward and the
mixed layer is homogenized until static stability is achieved. Second, wind stress drives mixed-layer motion,
and the mixed-layer Richardson number Rb is calculated. The mixed layer entrains successively deeper levels
as long as (3.5.185) is satisfied. Lastly, the gradient Richardson number Rg is calculated for each grid, and
adjacent cells are mixed as long as (3.5.186) is satisfied.

The OML scheme is applied only at sea grids. To avoid drifts of water temperature and salinity, Rayleigh
damping is applied as follows:

D = −L(b, d)(ϕ − ϕini), (3.5.187)

L(b, d) = min
[
max

{
Lb(b)
τ

,
Ld(d)
τ

}
,

1
dt

]
, (3.5.188)

Lb(b) =
{

bth

min(bth, b)

}2

, (3.5.189)

Ld(d) =
{

dth

min(dth, d)

}2

, (3.5.190)

where L is the location-based function, ϕini is the value of the initial condition, τ = 86, 400 s, bth = 50 m,
dth = 400 km, b is the ocean floor, d is the distance from land grids and dt is the integration time step. The
e-folding time decreases when the ocean bottom is shallower than bth and the distance from land grids is
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less than dth to vary water temperature and salinity smoothly between grids where the OML scheme turns on
and off. The vertical grid spacing is 5 m, with the deepest bottom at 100 m to save computational time and
memory. Sea surface temperature (SST) is given from SST analysis (Section 5.2). The initial conditions of
ocean variables are spatially and temporally interpolated from the monthly climatology of the World Ocean
Atlas 2018 (WOA18, Locarnini et al. 2018; Zweng et al. 2018). To fill the discontinuity between SST and
water temperature, the SST anomaly from the surface water temperature of WOA18 is added to the water
temperature from surface to bottom. Ocean currents are set to zero at initial condition.

3.5.11 Parallelization

The Open Multi Processing (OpenMP) interface is employed for shared memory parallelization in the model,
and the Message Passing Interface (MPI) is used for distributed memory parallelization. The model domain is
split into horizontally two-dimensional sub-domains, and each decomposed sub-domain is assigned to one of
the MPI processes (Aranami and Ishida 2004).

The OpenMP interface is used for parallelization inside the sub-domains. OpenMP threads are applied to
loops for the y direction, and some horizontal loops (i.e., for the x and y directions) are fused to increase the
loop length such that the load imbalance between threads is minimized. The z direction is used as the innermost
loop at which vectorization is applied. Thus, kij-ordering is adopted for nested loops.

The sub-domains have halo regions that are exchanged with immediately adjacent MPI processes. As MPI
communication and file I/O are time-consuming operations with the current supercomputer architecture, two
types of overlapping are used in the model to significantly improve computational efficiency. One is overlap-
ping of halo exchanges with the computation (Cats et al. 2008) to minimize the overhead of communication
between MPI processes. The OpenMP interface is also used for this operation; while one thread is commu-
nicating with another MPI process, the other threads continue independent computation. The other technique
involves an I/O server approach (Selwood 2012) to overlap file I/O with computation. In this method, some
MPI processes are dedicated to file I/O. While computation continues, dedicated I/O processes read data from
files and send them to the relevant computational processes. When output is required, the processes save the
data in a dedicated buffer to invoke send operation and immediately continue computation. I/O processes
receive the data and output the data to the disk.

The domain decomposition and I/O server configuration involve 88 nodes and 1056 MPI processes (in-
cluding 20 I/O processes), with 8 threads/MPI for 51-hour forecasts, and 51 nodes and 816 MPI processes
(including 16 I/O processes), with 6 threads/MPI for 39-hour forecasts used on Cray XC50.

3.5.12 Forecast Performance

Forecast verification is an essential process for monitoring the quality of NWP products and improving the
model itself. This subsection outlines the performance of MSM precipitation forecasts with evaluation based
on comparison with actually observed values.

Figures 3.5.4 and 3.5.5 show time-series representations of threat and bias scores for three-hour cumulative
precipitation forecasts produced by the MSM with a 10-mm threshold from January 2014 to December 2021.
Verification is performed using Radar/Raingauge-Analyzed Precipitation data (referred to here as R/A; see
Subsection Subsection 4.4.1) as reference observations. The verification grid size is 20 km, meaning that
forecast and observed precipitation over land or sea within 40 km from the coast is averaged over 20 km
meshes. Using all verification grids, contingency tables are created for each initial time by comparing forecasts
and observations, and aggregated into monthly or annual tables.

These figures indicate that the threat score improved in 2017 in which the new-generation nonhydrostatic
model ASUCA was introduced to the MSM (see Subsection 3.5.1). The bias score gradually approaches to
unity over the previous eight years while the threat score remains at the same level since 2017. This steady
progress is attributable to the ongoing development of the forecast model and its data assimilation system with
more extensive use of observation data.
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Figure 3.5.4: Monthly and annual threat scores of 3-hour cumulative precipitation at the 10 mm threshold,
against the R/A within 20 km verification grids. The solid and dashed lines represent monthly and annual
scores for each, FT represents the forecast range (hours). The verification period is from January 2014 to
December 2021.

Figure 3.5.5: As per Figure 3.5.4, but for bias scores
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3.6 Meso-scale Ensemble Prediction System

3.6.1 Introduction

The regional model-based Mesoscale Ensemble Prediction System (MEPS) has been operational since June
2019. The primary purpose of MEPS is to provide uncertainty information for the MSM. This section describes
its configuration based on Ono et al. (2021).

3.6.2 System Configuration

MEPS consists of 21 members, including one non-perturbed run. As the forecast model used in each ensemble
member is identical to that of the MSM (5 km horizontal grid spacing, 96 vertical layers), non-perturbed
control forecast is also identical to MSM forecast. MEPS provides 39 hour forecasts at 0000, 0600, 1200 and
1800 UTC. Uncertainties in initial and lateral boundary conditions are considered, as described below. Initial
perturbations (IPs) and lateral boundary perturbations (LBPs) are derived from singular vectors (SVs). IPs
comprise a linear combination of global SVs (GSVs) based on GSM and meso-scale SVs based on the JMA-
NHM(Saito et al. 2006), which has different spatial and temporal resolutions. LBPs are supplied from linearly
evolved GSVs. Uncertainties in lower-boundary conditions and the forecasting model are not considered in the
current system.

3.6.3 Initial Perturbations

3.6.3.1 Singular Vectors

The SV method computes perturbations with a large growth rate σ,

σ =
∥Mx∥
∥x∥ (3.6.1)

where x ∈ RN is an N-dimensional perturbation vector and M is the tangent linear model (TLM) operator.
Using the positive-definite operator C and a Euclidean inner product (·, ·), the perturbation norm is given by

∥x∥ =
√

(Tx,CTx). (3.6.2)

T is a local projection operator (LPO) that constrains the perturbation growth locations. At the initial time,
T is usually an identity matrix.

To numerically solve (3.6.1) with a large growth rate σ, the eigenvalue problem of the matrix

A ≡ C−
1
2 ∗M∗T∗CTMC−

1
2 , (3.6.3)

is solved using the numerical algorithm called Lanczos algorithm. In (3.6.3), M∗ denotes the adjoint model
(ADM). The TLM/ADM integration time is called the optimization time interval (OTI).

Total energy (TE; Ehrendorfer et al. 1999) is used as the norm in MEPS. The TE norm is described as

∥x∥2 =
∫

S

∫ Ztop

Zbtm

1
2
ρ

[
u2 + v2 + w2 + wt

Cpθ
2

Tr
+ RTr

(
p
Pr

)2

+ wq
L2

CpTr
q2

 dzdS (3.6.4)

where ρ is density, u, v and w are zonal, meridional and vertical wind perturbations, respectively, θ, p and q
are perturbations of potential temperature, pressure and the mixing ratio of water vapour, respectively, Cp is
the specific heat at constant pressure, Tr = 300 K and Pr = 1000 hPa are reference values of temperature and
pressure, respectively, R is the gas constant, L is the latent-heat constant, and wt and wq are weight coefficients
for θ and q, respectively.
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Table 3.6.1: Configurations of MSV40, MSV80 and GSV

MSV40 MSV80 GSV
Domain Same as MSM Same as MSM Global

(102 x 82) (51 x 41)
Resolution 40 km, L38 80 km, L38 TL63L40
OTI 6 hrs 15 hrs 45 hrs
norm Moist TE Moist TE Dry TE
Horizontal target 125◦–145◦ E, 25◦–45◦ N 125◦–145◦ E, 25◦–45◦ N 120◦–170◦ E, 25◦–45◦ N
Vertical target q : ∼3 km, q : ∼3 km, ∼9 km

u, v, θ : ∼5 km u, v, θ : ∼5 km
No. of SVs 10 10 20
Use IPs IPs IPs and LBPs

3.6.3.2 Global SVs

GSM-based SVs are used as IPs and LBPs to represent large-scale uncertainties of synoptic flow in middle to
upper troposphere, GSM-based SVs are used as IPs and LBPs. Global SVs (GSVs) are adopted in the global
EPS (Subsection 3.3.3.2), while GSVs adopted in MEPS are calculated using a more suitable configuration for
a regional EPS that targets the Japan area with a shorter OTI.

The horizontal resolution of each GSVs is TL63 (around 270 km in the mid-latitudes) with 40 vertical
layers. The OTI is set as 45 hrs, which is longer than the forecast range of MEPS (39 hrs), because the
operational limitation for the initial time of global analysis at the operational start time of MEPS is 6 hrs earlier
than that of MEPS.

TE is also adopted as the norm for GSVs. However, in MEPS, the pressure term is not taken into account
because its amplitude may be negligible in contrast to other TE terms. As moisture perturbations often cause
excessive precipitation and unrealistic humidification results for land areas, the weight of the specific humidity
term in TE is set as zero for GSV computations in MEPS.

3.6.3.3 Mesoscale SVs

Mesoscale SVs (MSVs) are utilized for IPs in MEPS, with particular focus on the sensitivity of water vapour
fields to severe weather. MSVs are based on a simplified version of JMA-NHM (Saito et al. 2006) and the
TLM and ADM developed for JNoVA (Honda et al. 2005), along with the Lanczos algorithm.

MSV40s computed in MEPS have a horizontal resolution of 40 km with 38 vertical layers and are designed
to target meso-β- to meso-α-scale meteorological systems with a shorter OTI of 6 hrs. MSV80s with a hori-
zontal resolution of 80 km, which can be expected to complement MSV40s in IP spatial distribution, are also
employed. The OTI of each MSV80 is 15 hrs with targeting of meso-α-scale phenomena.

The TE norm is also adopted to evaluate MSV growth rates. The weight of the potential temperature term
wt is 3.0, and that of the moisture term wq is 0.6. Other terms are evaluated to an altitude of around 5 km,
while the vertical integration of the moisture term is limited to approximately 3 km because the desired MSVs
for MEPS are related to water vapour fields in the lower layers rather than to large-scale flows. Ten SVs are
calculated for each MSV40 and MSV80 in the MSV target region around Japan (125◦–145◦ E and 25◦–45◦

N). An adaptive targeting method is also used, with adaptive limitation of the MSV target region depending on
weather conditions. Here, grid points with 925 hPa vorticity values less than a certain threshold are removed
from the predetermined rectangular target region (Kakehata et al. 2021).

The specifications of these SVs are summarized in Table 3.6.1.
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3.6.3.4 Linear Combination of SVs

IPs in MEPS comprise a linear combination of MSV40s, MSV80s and GSVs. Before blending, MSV80s and
GSVs are interpolated to have the same resolution as MSV40s. The amplitude of each perturbation is then
adjusted so that the maximum value of any one element is 5.4 m/s for wind components, 3.6 K for potential
temperature and 5.4 g/kg for the mixing ratio of water vapour.

After these procedures, coefficients of the linear combination of all SVs are determined via variance min-
imum rotation (Yamaguchi et al. 2009). Ten sets of IPs are randomly chosen from 40 candidates calculated
via variance minimum rotation because only this number is required for the 21 ensemble runs (including one
non-perturbed run).

3.6.4 Lateral Boundary Perturbation
For a regional EPS, it is essential to consider uncertainties in lateral boundaries as well as in initial fields. It
is preferable for LBPs to be consistent with the time evolution of IPs (Caron 2013). In consideration of the
requirements for LBPs in a regional EPS, the linearly evolved GSVs used for IPs are adopted. Here, evolved
GSVs are linearly combined using the variance minimum rotation coefficients used for IPs. This configuration
enables provision of consistent and seamless perturbations during the forecast period even when their spatial
scales are larger than those of the model domain.

The LBP amplitude is adjusted to reflect the uncertainty of lateral boundary conditions. In MEPS, ampli-
tude is determined such that the average of temperature perturbations at around 500 hPa at the initial time of
the MEPS is equal to the climatological root mean square error (RMSE) of lateral boundary values against the
MSM initial fields.

3.7 Local Forecast Model (JMA-LFM2203)

3.7.1 Introduction
The Local Forecast Model (LFM) was launched in August 2012, along with the Local Analysis (LA) described
in Section 2.7, leveraging a supercomputer upgrade implemented in June 2012. The LFM provides weather
information for aviation and disaster prevention, running forecasts at an even higher resolution than the 5-km
Meso-Scale Model (MSM, Section 3.5). It has 2-km horizontal grid spacing and 76 vertical layers up to a
height of 21,801 m above sea level, and is designed to produce forecasts featuring greater detail with emphasis
on predicting localized and short-lived extreme events.

The model focuses on providing very-short-range forecasts such as those covering the period 10 hours
ahead, and allows quick and frequent updating of forecasts using initial conditions with the latest observations
assimilated by LA. The operation of the LFM was started with 8 runs per day on a domain covering the eastern
part of Japan (1,100 km × 1,600 km), and operation was extended in May 2013 to 24 runs per day on a domain
covering Japan and its surrounding areas (3,160 km × 2,600 km).

A new-generation non-hydrostatic model known as ASUCA (Ishida et al. 2009, 2010, 2022; Hara et al.
2012) replaced the previous JMA-NHM (Saito et al. 2006, 2007) as the forecast model of the LFM in January
2015 (Aranami et al. 2015), ahead of its implementation in the MSM in February 2017 (Subsection 3.5.1).
Selected later upgrades of the ASUCA dynamical core and physics library applied to the MSM were also
incorporated into the LFM in January 2017. The forecast range was extended from nine hours to 10 hours in
March 2019. The number of vertical layers was increased from 58 to 76 in March 2021, and the land surface
model was updated to that introduced to the MSM in March 2022.

3.7.2 General Configurations
The LFM provides 10-hour forecasts every hour on the hour. The forecast domain covers Japan and its sur-
rounding areas, and has 2-km horizontal grid spacing.

The LFM employs a model identical to the MSM with similar configuration (see Section 3.5). Some
differences are described below (see Table 3.1.3).
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• Boundary conditions are obtained from MSM forecasts.

• The model is operated with a 12-second timestep.

• The main part of convection vertical transport is expected to be resolved with grid mean vertical velocity
at a horizontal grid spacing of 2 km. However, this does not necessarily mean that all phenomena associ-
ated with convection can be resolved. In particular, phenomena on unresolved scales (such as small-scale
convergences and topography variances) can induce the forced lifting needed to initiate convection. Ac-
cordingly, parameterization to represent convective initiation is used in the LFM (Hara 2015), thereby
mitigating delays in the onset of convection.

• The LFM does not incorporate the advanced version of the cloud microphysics scheme used in the MSM
with revised particle size distribution functions for snow (see Subsection 3.5.4).

• As described in Subsection 3.5.6, the cloud fraction used in the radiation process is diagnosed in con-
sideration of fluctuations of temperature and water content from their grid mean values over each of
the grids. As the fluctuations are expected to be smaller in higher resolution models, the width of the
probability density function depicting the characteristics of the fluctuation was made smaller than that
used in the MSM.

• The mixing length in the boundary layer scheme is based on the original MYNN3 model (Nakanishi
and Niino 2009) in contrast to the MSM in which the modified version described in Subsection 3.5.7 is
employed.

• The ocean mixed layer model introduced to the MSM in March 2022 (Subsection 3.5.10) is not used;
sea surface temperature is fixed at an initial value.

• The domain decomposition and I/O server configuration in parallelization involve 138-nodes, 1656 MPI
processes and 8 threads/MPI on Cray XC50. The domain is divided into 45 parts in the x-direction and
36 in the y-direction, and there are 36 I/O servers.

3.7.3 Forecast Performance
LFM forecast performance is evaluated in the same way as for MSM forecasts (Subsection 3.5.11). Figures
3.7.1 and 3.7.2 show time-series representations of threat and bias scores for LFM one-hour cumulative precip-
itation forecasts at a 10-mm threshold. It can be seen that the LFM tends to underestimate precipitation in the
one-hour forecast range in summer and overestimate with lead times from two hours onward, with a spin-up
period during the initial forecast stages.

To verify the skill of LFM convective precipitation forecasts, the Fractions Skill Score (FSS ; Subsection
A.2.12) of one-hour cumulative precipitation from the LFM is compared with that from the MSM. Figure 3.7.3
shows FSS differences between the two models averaged over all initial times for July 2021 with a verification
grid size of 5 km. The LFM is inferior for the thresholds less than 10 mm particularly in the one-hour forecast
range, due to the spin-up effect from the initial field as seen in Figure 3.7.2. For spatial scales over 80 km,
the LFM FSS is better than that of the MSM with thresholds over 15 mm. The forecast skill superiority of the
LFM is remarkable for the latter forecast range. Figure 3.7.4 shows a Hovmöller diagram of FSS differences
between the two models for a spatial scale of 80 km and a forecast range of nine hours averaged over all initial
times for each month. For thresholds less than 5 mm, the difference is quite small for all seasons. The LFM
FSS improves for thresholds over 10 mm, especially for summer 2020 and 2021. Thus, the LFM exhibits
superior forecast skill for heavy rain events.
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Figure 3.7.1: Monthly and annual threat scores for one-hour cumulative precipitation at the 10 mm threshold
against the R/A within 10 km verification grids. The solid and dashed lines represent monthly and annual
scores for each, and FT represents the forecast range (hours). The verification period is from January 2014 to
December 2021.

Figure 3.7.2: As per Figure 3.7.1 but for bias scores
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Figure 3.7.3: Monthly averaged subtraction of Fraction Skill Scores for MSM one-hour cumulative precipita-
tion from those of the LFM. The forecast ranges are one, three and nine hours. The verification period is July
2021.

Figure 3.7.4: Monthly averaged subtraction of Fraction Skill Scores for MSM one-hour cumulative precipita-
tion from those of the LFM. The forecast range is nine hours and the spatial scale is 80 km. The verification
period is from June 2013 to December 2021.
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3.8 Atmospheric Transport and Dispersion Model

3.8.1 Introduction
In July 1997, JMA was designated as a Regional Specialized Meteorological Centre (RSMC) specializing in
the provision of atmospheric transport and dispersion model (ATDM) products for environmental emergency
response covering Regional Association II (RA-II) of the World Meteorological Organization (WMO). RSMC
Tokyo is required to provide advice on the atmospheric transport of pollutants related to nuclear facility ac-
cidents and radiological emergencies. The RSMC’s ATDM products are sent to the National Meteorological
Services (NMS) of WMO Member States in RA-II and to the secretariats of WMO and of the International
Atomic Energy Agency (IAEA). The basic procedure of the service is defined in WMO (2019).

3.8.2 Model
3.8.2.1 Basic Model Description

The ATDM used by JMA is based on Iwasaki et al. (1998) with modifications developed by Kawai (2002). It
involves the use of a Lagrangian approach in which tracer particles released at the temporal and spatial points
of pollutant emission are displaced due to horizontal and vertical advection and diffusion and laid down through
dry and wet deposition. Computation of advection, dispersion (turbulent diffusion) and deposition is based on
the output of the operational numerical weather prediction (NWP) model, involving three-hourly model-level
global model (GSM; see Section 3.2) outputs with temporal and spatial interpolation to tracer points. A total of
1,000,000 tracer particles are used in the operational ATDM, and time-integrated concentration and deposition
are calculated using 0.5x0.5-degree latitude-longitude grids.

Horizontal velocities of tracers are estimated in accordance with Gifford (1982) as

u(t) = um(t) + u′(t),

u′(t) = Rhu′(t − δt) +
√

1 − R2
hσG, (3.8.1)

v(t) = vm(t) + v′(t),

v′(t) = Rhv′(t − δt) +
√

1 − R2
hσG, (3.8.2)

where u and v are zonal and meridional wind speed components, and um and vm are those of forecast values from
the global NWP system. Rh is an autocorrelation of Lagrangian velocity as estimated using e−δt/TL , where δt is
the single time step length and TL is the Lagrangian time scale. σ is the root mean square of horizontal velocity,
which can be estimated as (Kh/TL)1/2 with reference to the horizontal diffusion coefficient Kh. G represents
random fluctuation whose statistical distributions have the Gaussian distribution function with a mean of 0 and
a standard deviation of 1. The Monte Carlo method is used to determine velocities and displacements of each
tracer particle. The horizontal diffusion coefficient Kh needs to be parameterized in consideration of the model
resolution and the temporal and spatial variations of meteorological fields.

An appropriate constant value is set to reduce the computational time burden. Horizontal displacements δx
and δy are given by

δx = u(t)δt, (3.8.3)
δy = v(t)δt. (3.8.4)

The vertical displacement δz for a single time step δt is given as

δz = wm(t)δt + ΣG
√

2Kvδt′. (3.8.5)

Here, wm is the vertical wind speed given by the GSM forecast. The vertical diffusion coefficient depends on
atmospheric vertical profiles. The time step for the integration of vertical diffusion δt′ is much shorter than
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those for the integration of horizontal diffusion and advection. This shorter time step is used so that vertical
displacement caused by diffusion does not exceed the thickness of the model layer. The vertical diffusion coef-
ficient Kv is set with reference to meteorological parameters processed by the NWP model in a way analogous
to the molecular diffusion coefficient estimation of Louis et al. (1982), and is given as follows:

Kv = l2
∣∣∣∣∣∂c
∂z

∣∣∣∣∣ F(Ri), (3.8.6)

where c is the horizontal wind speed, and the parameters l and Ri are the vertical mixing length of turbulence
and the flux Richardson number, respectively. The similarity function of F(Ri) is defined with reference to
Louis et al. (1982). The mixing length is expressed as a function of the geometric height z:

l =
κz

1 + κz/l0
(3.8.7)

where κ is von Kármán’s constant and l0 is the maximum mixing length.

3.8.2.2 Dry and Wet Deposition

The surface tracer flux F associated with dry deposition is presented using deposition velocity V(zr) and con-
centration C(zr) at the reference level zr as

F ≡ V(zr)C(zr). (3.8.8)

For simplicity, the deposition rate is set to F/zr following Kitada et al. (1986).
For wet deposition, only wash-out processes are parameterized. The wet deposition rate Λ[1/h] is ap-

proximated as a function of precipitation intensity P[mm/h] as predicted by the GSM with the below-cloud
scavenging ratio per hour given by Kitada (1994) as

Λ ≈ 0.1P0.75. (3.8.9)

The Monte Carlo method is applied to decide which tracer particles are removed from the atmosphere at the
above-mentioned dry and wet deposition rates. Noble gases such as 133Xe are excluded from these depositing
treatments.

3.8.3 Products
ATDM products are charts of 3D trajectories, time-integrated pollutant concentrations, total depositions. Sam-
ple charts are shown in Figures 3.8.1 - 3.8.7, and information on related interpretation is provided in Appendix
2.2.22 of WMO (2019).
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Figure 3.8.2: Example of time-integrated concen-
tration in forecasts of up to 24 hours

Figure 3.8.3: Example of time-integrated concen-
tration in forecasts of up to 48 hours
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Figure 3.8.5: Example of total deposition in fore-
casts of up to 24 hours
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Figure 3.8.6: Example of total deposition in fore-
casts of up to 48 hours

Figure 3.8.7: Example of total deposition in fore-
casts of up to 72 hours
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3.9 Chemical Transport Model

3.9.1 Introduction

JMA provides UV index forecasts via its website (Figure 3.9.1 and Figure 3.9.2), and supplies local govern-
ments with photochemical oxidant information to support the issuance of related advisories. These forecasts
and information are based on operational predictions made using several chemical transport models (CTMs).
JMA has operated a global CTM for UV index forecasts since May 2005, and started to utilize it for pho-
tochemical oxidant information in August 2010 before a regional CTM was introduced in March 2015. A
finer-resolution local CTM nested from this model was also added for photochemical oxidant information in
March 2020.

Figure 3.9.1: Clear-sky UV index forecast (https://www.data.jma.go.jp/env/uvindex/en/).

Figure 3.9.2: UV index forecast (https://www.data.jma.go.jp/env/uvindex/en/).

137

https://www.data.jma.go.jp/env/uvindex/en/
https://www.data.jma.go.jp/env/uvindex/en/


3.9.2 Global CTM for UV Index Forecasting

3.9.2.1 Basic Framework

The MRI-CCM2.1 (Meteorological Research Institute Chemical Climate Model version 2.1) developed by
Deushi and Shibata (2011) and Yukimoto et al. (2019) is a global CTM used to predict distribution of atmo-
spheric ozone and related trace gases for UV index forecasting. The chemical reaction scheme is based on
the chemical families method, with a chemical module incorporating 90 chemical species (64 long-lived and
26 short-lived; Table 3.9.1.). In the latest version of the module, 259 chemical reactions are considered (184
gas-phase, 59 photolysis and 16 heterogeneous). The CTM prediction period is 120 hours and the resolution
is TL159L64 (approx. 120 km horizontal grid intervals and 64 vertical layers up to 0.01 hPa). In addition to
the chemical reaction process, the module treats grid scale transport with a semi-Lagrangian scheme, sub-grid
scale convective transport and turbulent diffusion, dry and wet deposition and emissions of trace gases from
various sources.

Table 3.9.1: Species used in the atmospheric ozone CTM.
Long-livedLong-livedLong-lived
01: N2O 02: CH4 03: H2O 04: NOy
05: HNO3 06: N2O5 07: Cly 08: Ox
09: CO 10: OClO 11: CO2 12: Passive tracer
13: HCl 14: ClONO2 15: HOCl 16: Cl2
17: H2O2 18: ClNO2 19: HBr 20: BrONO2
21: NOx 22: HO2NO2 23: ClOx 24: BrOx
25: Cl2O2 26: HOBr 27: CCl4(CFC-10) 28: CFCl3(CFC-11)
29: CF2Cl2(CFC-12) 30: Bry 31: CH3Cl 32: CH3Br
33: CF2ClBr (Halon1211) 34: CF3Br (Halon1301) 35: COF2 36: HF
37: CH2O 38: CH3OOH 39: C2H6 40: CH3CHO
41: C2H5OOH 42: PAN (CH3C(O)OONO2) 43: CH3C(O)OOH 44: C3H8
45: ACET (CH3C(O)CH3) 46: C3H7OOH 47: HACET (CH3C(O)CH2OH) 48: MGLY (CH3C(O)CHO)
49: C2H4 50: GLY ALD (HOCH2CHO) 51: GPAN (HOCH2C(O)OONO2) 52: GC(O)OOH (HOCH2C(O)OOH)
53: C3H6 54: ONIT (CH3C(O)CH2ONO2) 55: POOH (HOC3H6OOH) 56: C4H10
57: C5H8 (isoprene) 58: MACR 59: ISON 60: ISOPOOH
61: NALD 62: MACROOH 63: MPAN 64: C10H16 (terpenes)

Short-livedShort-livedShort-lived
01: O(1D) 02: OH 03: Cl 04: O(3P)
05: O3 06: HO2 07: NO2 08: NO
09: Br 10: N 11: ClO 12: BrO
13: NO3 14: BrCl 15: H 16: CH3O2
17: C2H5O2 18: CH3C(O)O2 19: C3H7O2 20: ACETO2 (CH3C(O)CH2O2)
21: EO2 (HOC2H4O2) 22: EO (HOC2H4O) 23: GC(O)O2 (HOCH2C(O)O2) 24: PO2 (HOC3H6O2)
25: ISOPO2 26: MACRO2

Chemical familiesChemical familiesChemical families
Ox = O3 + O(3P) + O(1D)
ClOx = Cl + ClO
Cly = ClOx + OClO + 2Cl2O2 + HCl + ClONO2 + HOCl + 2Cl2 + ClNO2 + BrCl
NOx = NO + NO2 + NO3
NOy = NOx + N + HNO3 + 2N2O5 + HO2NO2 + ClONO2 + ClNO2 + BrONO2 + PAN + GPAN + ONIT + ISON + NALD +MPAN
BrOx = Br + BrO + BrCl
Bry = BrOx + HBr + HOBr + BrONO2

The dynamic module in the global CTM has an assimilation process in the meteorological field. Nudging
(as outlined in Eq. (3.9.1)) is applied to operational global atmospheric analysis and forecasting during the
CTM integration period. This starts 72 hours prior to UV index analysis and ends 48 hours after the prediction
period.
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3.9.2.2 Coupling of Chemical and Meteorological Parts

The chemical modules are coupled with the dynamical module with derivation of meteorological fields such
as wind, temperature and precipitation as required in chemical computation (Figure 3.9.3). In the global CTM
used for ozone prediction, chemical modules are directly coupled with the Atmospheric General Circulation
Model (MRI-AGCM3; Mizuta et al. 2012) developed by the Meteorological Research Institute (MRI) of JMA
as part of the Earth System Model (MRI-ESM; Yukimoto et al. 2011). Online coupling is achieved using Scup
coupler software (Yoshimura and Yukimoto 2008).

Figure 3.9.3: Global CTM (”S”: Scup coupler).

CTMs generally require more computational resources than atmospheric global circulation models (AGCMs)
due to the need for handling of more chemical variables and processes. Accordingly, global CTMs require
lower spatial resolution in operational use, and the spatial resolution of the atmospheric model in the global
CTM differs from that of the GCM used for operational meteorological analysis and forecasting (Section 3.2).
There may also be differences in adopted model processes between the operational AGCM and the dynamical
module of the global CTM. As a result, meteorological fields computed in the CTM are not necessarily con-
sistent with those of operational meteorological analysis and forecasting. The nudging technique shown in Eq.
(3.9.1) is often utilized optimize CTM prediction accuracy:(

∂x
∂t

)
nudging

= −
x − xanalysis/ f orecast

τ
(3.9.1)

Here, x is a meteorological variable of the CTM at a certain time t, xanalysis/ f orecast is the corresponding analysis
or forecast value derived from the higher-resolution operational AGCM, and τ is a relaxation time of 6 − 24
hours. This technique enables the CTM to simulate meteorological fields realistically for the prediction period.

3.9.2.3 Data Assimilation

The chemical module in the global CTM also has an assimilation process and total column ozone from Ozone
Mapping and Profiler Suite (OMPS/Suomi-NPP) satellite monitoring is assimilated every hour based on

xassimilated = xguess − w(xguess − xobs) (3.9.2)
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Here, x is total column ozone, xguess is the model guess, xobs is OMPS data and xassimilated is the value after
assimilation. The weight of the model guess with OMPS data (w in Eq. (3.9.2)) is 3/4, as determined by the
ratio of the root mean square error against surface observation using a Dobson and Brewer spectrophotometer.
OMPS data obtained within 72 hours prior to the UV index analysis time are assimilated into the CTM.

3.9.2.4 Verification

Figure 3.9.4 compares assimilated and observed ozone profiles for 2015. For all heights, the mean differences
are within around 0.5 ppmv and the root mean square errors (RMSEs) of simulation against observation are
less than 0.8 ppmv.

Figure 3.9.4: Annual mean vertical ozone profiles for 2015 averaged over the globe. Left: ozone mixing ratio
for the CTM (red) and satellite observation (blue,Aura/MLS); middle: mixing ratio differences; right: root
mean square error.

3.9.2.5 Radiative Transfer Model for UV Index Forecasting

The surface UV dose is calculated under clear-sky conditions using the radiative transfer model (Aoki et al.
2002) in an area from 122 to 149◦E and from 24 to 46◦N with a grid resolution of 0.25 × 0.20◦. The look-up
table (LUT) method is used to calculate the surface UV dose with reduced computational cost. The basic
parameters of the LUT for the clear-sky UV dose are the solar zenith angle and total column ozone predicted
using the CTM. The clear-sky UV index is derived from the clear-sky UV dose corrected in consideration of
climatological aerosol optical depth, distance from the sun, altitude and climatological surface albedo. The
UV index is derived from correction of the clear-sky UV index with cloud information from the operational
weather forecast.

The clear-sky UV index calculated using the LUT is verified against the observed UV index for clear-sky
conditions (Figure 3.9.5). The mean error of the calculated clear-sky UV index is 0.1 and the RMSE is 0.4.
Modeled UV indices agree closely with observation values.

140



Figure 3.9.5: Relationship between calculated clear-sky UV indices and observed UV indices for clear-sky
conditions at three JMA stations from 2015 to 2017.

3.9.3 Regional CTM Used for Photochemical Oxidant Information
3.9.3.1 Basic Framework

The regional chemical transport model for photochemical smog bulletins covering the Japan area was devel-
oped by Kajino et al. (2019). The CTM, known as NHM-Chem, has a horizontal resolution of 20 × 20 km in
Lambert coordinates and a vertical resolution of 18 layers from the surface to 50 hPa in terrain-following co-
ordinates. The regional CTM is coupled with the regional Non-Hydrostatic atmospheric Model (JMA-NHM;
Saito et al. 2006), which is the previous version of the JMA mesoscale weather forecast model (Figure 3.9.6).
NHM meteorological computation is first conducted to derive meteorological fields, which are then used to
run the chemical modules with offline coupling. The prediction domain is around 23 − 50◦N and 100 − 145◦E.
The chemical model treats 72 chemical species and 214 chemical reactions of SAPRC99 (Carter 2000), and
incorporates major processes for atmospheric trace species such as emissions, advection, turbulent diffusion,
sub-grid scale convection and dry/wet deposition. NHM-Chem also implements a fully dynamic aerosol mod-
ule with a three-moment bulk model using a modal-moment dynamics approach. However, in the operational
version of NHM-Chem used for surface photochemical oxidant prediction, aerosol dynamics are fully resolved
but simplified in the interests of computational efficiency.

The lateral and upper boundaries of meteorological fields are given by analysis and forecasts of the global
atmospheric model, and the boundaries for ozone and several related species are nested from the global CTM
described in Subsection 3.9.2. The natural and anthropogenic emission inventory dataset listed in Table 3.9.2
is adopted for the regional CTM.
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Figure 3.9.6: As per Figure 3.9.3, but for the regional CTM.

Table 3.9.2: Emission inventories of trace gases used in the regional CTM.

Inventory/reference Emission source Coverage
REAS1.1 Regional Emission inventory in Asia, version 1.1 Ohara et al. (2007) Anthropogenic East Asia
GFED3 Global Fire Emission Database, version 3 Giglio et al. (2010) Natural Global

MEGAN2 Model of Emission of Gases and Aerosols from Nature, version 2 Guenther et al. (2006) Natural Global

3.9.3.2 Relaxation to Observational Data

The regional CTM is operated for a period of 72 hours with an initial time of 12 UTC. Running of the model
actually starts at 19 UTC, and surface ozone concentration data (AEROS: Atmospheric Environmental Re-
gional Observation System in Japan) for 12 − 18 UTC are assimilated via nudging similar to the right side of
Eq. (3.9.1), expressed as:

γ

(
xobs(s)

xmdl(k)
xmdl(1)

− xmdl(k)
)

(3.9.3)

Analysis of ozone concentration in the planetary boundary layer (the k-th model layer) is based on model guess
concentration xmdl(k) and modified using surface observation xobs(s) with the nudging factor γ as 1×10−3 [s−1].

3.9.3.3 Verification

Comparison of the simulated surface ozone field for all points with hourly observation data in the Japan area
from April to September in 2015 shows that the mean error of surface ozone concentration in the daytime
(forecast time: 7 to 23 hours) was 6.6 ppb, the RMSE was 13.7 ppb and the correlation coefficient was 0.69.
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3.9.4 Local CTM Used for Photochemical Oxidant Information

3.9.4.1 Basic Framework

The local CTM is nested from the regional CTM to the forecast surface ozone field for the central part of Japan
with a horizontal resolution of 5 × 5 km in Lambert coordinates and a vertical resolution of 19 layers from
the surface to 10 km in terrain-following coordinates. The local CTM contains the same NHM-Chem part,
with ASUCA (Aranami et al. 2015) as the meteorological part as per the operational MSM (Figure 3.9.7). The
lateral and upper boundary concentrations of chemical species are given from the results of the regional CTM.
The natural and anthropogenic emission inventory dataset listed in Table 3.9.3 is adopted for the local CTM.
Data assimilation will be introduced in future work.

Figure 3.9.7: As per Figure 3.9.3, but for the local CTM.

Table 3.9.3: Emission inventories of trace gases used in the local CTM.

Inventory/reference Emission source Coverage
REAS2 Regional Emission inventory in Asia, version 2 Ohara et al. (2007) Anthropogenic East Asia

EAGrid-Japan Asian Air Pollutant Emission Grid Database for Japan Kannari et al. (2007) Anthropogenic Japan
GFED3 Global Fire Emission Database, version 3 Giglio et al. (2010) Natural Global

MEGAN2 Model of Emission of Gases and Aerosols from Nature, version 2 Guenther et al. (2006) Natural Global

3.9.4.2 Verification

Simulated surface ozone was compared with hourly in-situ observation from eastern to western Japan area
for summer (July to August, 2018) and spring (April to May, 2019). The mean error, the RMSE, and the
correlation coefficient for spring/summer were -1.1/1.3 ppb, 13.8/13.2 ppb, and 0.61/0.69, respectively.
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3.10 Kosa (Aeolian Dust) Analysis Prediction Model

3.10.1 Introduction
JMA provides Kosa (Aeolian dust) forecasts via its website (Figure 3.10.1) based on data from the Kosa pre-
diction model operated by the agency since January 2004. Forecasts are provided to relevant local governments
and to the Japan Meteorological Business Support Center (JMBSC), which in turn provides the data to commer-
cial meteorological operators. The data are also provided to the WMO Sand and Dust Storm Warning Advisory
and Assessment System (SDS-WAS) Asia node of the China Meteorological Administration in Beijing. JMA’s
aerosol data assimilation system and Kosa analysis were introduced in January 2020.

Figure 3.10.1: Kosa (Aeolian dust) prediction (https://www.data.jma.go.jp/env/kosa/fcst/en/).

3.10.2 Basic Framework
The MASINGAR (Model of Aerosol Species IN the Global AtmospheRe; Tanaka et al. 2003) chemical trans-
port model used for Kosa (Aeolian dust) prediction consists of transport modules for advective transport with
a semi-Lagrangian scheme and sub-grid scale eddy diffusive/convective transport, as well as other modules of
surface emission, dry/wet deposition and chemical reactions. It treats sulfate, black carbon, organic carbon,
mineral dust and sea salt as major tropospheric aerosol species with the assumption of external mixing. The
chemical module is directly coupled with MRI-AGCM3 using Scup coupler software as per the CTM for UV
index forecasting (Subsection 3.9.2.2) as shown in Figure 3.10.2. Assimilation for the meteorological field (U,
V, T) involves Newtonian nudging, which is essentially the same as for the CTM for UV index forecasting (Eq.
(3.9.1)). The prediction period is 96 hours, and the spatial resolution is TL479L40 (horizontal grid interval:
approx. 40 km; 40 vertical layers up to 0.4 hPa in sigma-pressure hybrid coordinates).

The emission flux of mineral dust aerosol depends on meteorological, geographical and soil-surface con-
ditions such as wind speed, land use, vegetation type, soil moisture and soil type. The emission flux F of dust
(soil particles with diameter D) is expressed in proportion to the saltation flux Q:

F(D) = α(D, ds)Q(ds) (3.10.1)

Here, ds is the diameter of saltation particles, and the proportional coefficient α depends on both D and ds. The
saltation flux Q is zero when the friction velocity on a bare surface u∗ is lower than the following threshold
velocity:

u∗t(ds) = fw

√
AN

(
ρgds

ρa
+
Γ

ρads

)
(3.10.2)
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Here, AN and Γ are particular constants, ρ is soil particle density, ρa is air density, g is gravitational acceleration
(Shao and Lu 2000) and fw is a factor depending on soil moisture (Fećan et al. 1998). When u∗ is greater than
u∗t, the saltation flux is expressed as

Q(ds) =
c(ds)ρau3

∗
g

(
1 − u∗t(ds)2

u2
∗

)
(3.10.3)

Here, c is a coefficient depending on ds (Shao and Leslie 1997).

Figure 3.10.2: Kosa (Aeolian dust) CTM (”S”: Scup coupler).

3.10.3 Data Assimilation

JMA began 2D-Var aerosol data assimilation (Yumimoto et al. 2017) against aerosol optical depth (AOD)
with the Himawari-8 geostationary satellite in January 2020. AOD data are obtained using the JAXA/EORC
retrieval algorithm (Yoshida et al. 2018, 2021; Kikuchi et al. 2018) with a one-day analysis cycle to calculate
initial conditions for five-day forecasting. Assimilation is performed using Himawari-8 AOD data with a ±1
hour target time at 06 UTC in the analysis cycle. AOD observation error is approximated as

σobs = max(σH08, α + β ∗ τH08) (3.10.4)

Here, σobs is the AOD observation error, σH08 is the Himawari-8 AOD retrieval error, and α and β are co-
efficients estimated from statistical calculation of Himawari-8 AOD observation error against data from the
Moderate Resolution Imaging Spectroradiometer (MODIS) on the Aqua satellite. These estimated values are
used for observation error covariance.

AOD background error is calculated using five initial forecasting data points within ±6 hours of the target
assimilation time (Yumimoto et al. 2018). As output is every three hours, an ensemble of 25 forecast data
points is used for background error covariance.
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3.10.4 Verification
Predictions from the operational Kosa CTM are verified against surface synoptic observations (reported present
weather code (ww)). The model score is calculated using categorical verification as outlined in Appendix A
(Table 3.10.1). The threshold surface dust concentration value for Kosa prediction is currently 90 µg/m3, and
the threat score for Kosa prediction with/without 2D-Var after 24 hours in the Japan area is 0.28/0.26 averaged
over spring (2016 − 2018).

Table 3.10.1: Verification indices for Kosa (Aeolian dust) CTM categorical prediction (ww: present weather
code; ρdust

s : predicted surface dust concentration).

Observed Not Observed(ww = 06 − 09, 30 − 35, 98)
Forecast FO FX

(ρdust
s ≥ 90 µg/m3)
Not Forecast XO XX

(ρdust
s < 90 µg/m3)

3.11 Verification
JMA verifies the output of Numerical Weather Prediction (NWP) model forecasts against observation and/or
analysis outcomes, and the results are used as reference in research and development regarding NWP models.
GSM and Global EPS verification results are exchanged between JMA and other NWP centers via the Lead
Centre for Deterministic NWP Verification (LC-DNV) and the Lead Centre for EPS Verification. The stan-
dard verification procedures are defined in the Manual on the Global Data-processing and Forecasting System
(WMO 2019). This section summarizes operational verification for the GSM and the Global EPS.

The specifications of GSM verification against analysis values are shown in Table 3.11.1, and the scores
used for verification are presented in Appendix A.1. GSM forecast performance, including typhoon forecast-
ing, is described in Subsection 3.2.14.

Radiosonde data and synoptic surface observation (SYNOP) data are used for verification against observa-
tion values. The specifications of verification against radiosonde data for the GSM are shown in Table 3.11.2.
All radiosonde data passing quality control are used in verification. Stations from which radiosonde data are
used in verification are selected on the basis of recommendations from the Commission for Basic Systems.
The specifications of verification against SYNOP data for the GSM are shown in Table 3.11.3.

The specifications of verification regarding Global EPS output for One-week Forecasting are shown in
Table 3.11.4. The probabilistic forecast for verification is defined as the ratio of the number of ensemble
members in an event to the ensemble size for every grid. The verification results for the Global EPS are
described in Subsection 3.3.6.

146



Table 3.11.1: Operational verification against analysis for the GSM

Verification grid 1.5◦ × 1.5◦ (latitude/longitude)
Extra-tropics: Geopotential height (Z) and temperature (T) at 850, 500, 250 and 100 hPa;

Wind at 925, 850, 700, 500, 250 and 100 hPa;
Elements Relative humidity (RH) at 850 and 700 hPa;

Mean sea-level pressure (MSLP)
Tropics: Z, T and wind at 850 and 250 hPa;

RH at 850 and 700 hPa
Wind: Root mean square vector wind error and mean error of wind speed

Scores Other elements: Mean error, root mean square error, anomaly correlation, S1 score (only for MSLP),
mean absolute error, root mean square forecast and analysis anomalies,
standard deviations of forecast and analysis fields

Forecast range (initial time) Up to 264 hours (00 and 12 UTC)
Forecast steps Every 12 hours

NH extra-tropics (90◦N − 20◦N), SH extra-tropics (20◦S − 90◦S),
Tropics (20◦N − 20◦S),

Areas North America (25◦N − 60◦N, 50◦W − 145◦W),
Europe/North Africa (25◦N − 70◦N, 10◦W − 28◦E),

Asia (25◦N − 65◦N, 60◦E − 145◦E),
Australia/New Zealand (10◦S − 55◦S, 90◦E − 180◦E),

Northern polar region (90◦N − 60◦N) and Southern polar region (90◦S − 60◦S)

Table 3.11.2: Operational verification against radiosonde data for the GSM

Verification grid Nearest model grid point to the observation location
Extra-tropics: Z and T at 850, 500, 250 and 100 hPa;

Wind at 925, 850, 700, 500, 250 and 100 hPa;
Elements RH at 850 and 700 hPa

Tropics: Z, T and wind at 850 and 250 hPa;
RH at 850 and 700 hPa

Scores Wind: Root mean square vector wind error and mean error of wind speed
Other elements: Mean error, mean absolute error and root mean square error

Forecast range (initial time) Up to 264 hours (00 and 12 UTC)
Forecast steps Every 12 hours

NH extra-tropics, SH extra-tropics, Tropics,
Areas North America, Europe/North Africa, Asia, Australia/New Zealand,

Northern polar region and Southern polar region

Table 3.11.3: Operational verification against SYNOP data for the GSM

Verification grid Nearest model grid point to the observation location
Elements T at 2 m, wind speed at 10 m, wind direction at 10 m and 24-hour precipitation

T at 2 m, wind speed at 10 m and wind direction at 10 m:
Mean error, mean absolute error and root mean square error

Scores Contingency tables for following thresholds
wind speed at 10 m: 5, 10 and 15 m/s
24-hour precipitation: 1, 10 and 50 mm

Forecast range (initial time) Up to 264 hours (00 and 12 UTC)
Forecast steps 24-hour precipitation: Every 24 hours

Other elements: Every 6 hours up to 72-hour forecast; Every 12 hours up to end of the forecast
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Table 3.11.4: Operational verification of the Global EPS for One-week Forecasting

Deterministic verification Probabilistic verification
Analysis Global analysis on 1.5◦ × 1.5◦ grid
Forecast Ensemble mean Probability

Climatological fields and standard deviations are calculated from common
Climatology climatology provided from LC-DNV.

The climatological probability is given by the monthly frequency derived
from analysis fields.
Z at 500 hPa; Anomalies of Z at 500 hPa, T at 2 m, T at Z at 500 hPa;
T at 850 hPa; 850 hPa and MSLP with thresholds of ±1, ±1.5 T at 2 m and 850 hPa;
u wind component (U) and and ±2 climatological standard deviation; U and V at 850 and 250 hPa;

Elements v wind component (V) at Wind speed at 850 hPa with thresholds Wind speed at 10 m and
850 and 250 hPa; of 10, 15 and 25 m/s; 850 hPa;
MSLP U and V at 850 and 250 hPa with thresholds MSLP;

of 10th, 25th, 75th and 90th percentile points 24-hour precipitation
with respect to the defined climatology;
10 m wind speed with thresholds 10 and 15 m/s;
24-hour precipitation with thresholds 1, 5, 10 and 25 mm/24 hours

Scores Root mean square error, Reliability table Continuous ranked probability
and anomaly correlation score

Forecast range Up to 264 hours
(initial time) (00 and 12 UTC)

Forecast steps Every 24 hours
Areas NH extra-tropics, SH extra-tropics and Tropics
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3.12 Atmospheric Transport Model for Volcanic Ash

3.12.1 Introduction
Since April 1997, JMA has provided information on volcanic ash clouds to airlines, civil aviation authorities
and related organizations in its role as the Volcanic Ash Advisory Centre (VAAC) Tokyo. JMA introduced
the Global Atmospheric Transport Model (JMA-GATM) in December 2013 to create Volcanic Ash Advisories
(VAAs). JMA also launched its Volcanic Ash Fall Forecast (VAFF) product based on the Regional Atmospheric
Transport Model (JMA-RATM) in March 2008 (Shimbori et al. 2009) and updated it in spring 2015 (Hasegawa
et al. 2015).

In March 2021, the new Atmospheric Transport Model (JMA-ATM; Shimbori and Ishii 2021) has been
developed by the Meteorological Research Institute to unify the JMA-GATM and JMA-RATM, and then im-
plemented in the JMA’s supercomputer system connected to the Volcanic ash Advisory and ash fall Forecast
distribution System (VAFS).

3.12.2 Initial Condition
3.12.2.1 Emission Source Parameter Model

In the case of creating VAFFs, a volcanic plume in the shape of an inverted cone is adopted as the initial
condition of the JMA-ATM. The initial plume is based on information from observational reports, including
eruption time and plume height, and on the duration of volcanic ash emission. For volcanic ash grain size,
log-normal distribution is adopted. The probability density function of the diameter D is given by

f (D) =
1√

2πσ2
D

exp
− log2(D/Dm)

2σ2
D

 (3.12.1)

Here, Dm is the mean diameter andσD is the standard deviation of distribution. The number of tracers, diameter
the range and these parameters Dm, σD are shown in Table 3.12.1.

The vertical distribution of volcanic particles in the eruption plume is calculated according to Suzuki
(1983). The probability that a tracer with diameter D is released from a height of z above vent level is given as
follows:

P(D, z) = AY(D, z)e−Y(D,z) (3.12.2)

Here, A is the normalization constant and Y(D, z) is expressed as

Y(D, z) = β
W(z) − wt(D, 0)

wt(D, 0)
(3.12.3)

with release constant β (set as 0.017). wt(D, 0) is the terminal velocity at the height of the volcano summit as
calculated using Eq. (3.12.20). W(z) is the vertical velocity in the eruption column at height z, which can be
represented as

W(z) = W0

(
1 − z

H

)
(3.12.4)

where W0 =
√

H/H0 [m s−1] is initial velocity, H is column height and H0 = 0.22 m. The total amount of
volcanic ejecta M is given as (e.g. Koyaguchi 2008)

M = KMH4TM (3.12.5)

where TM is the duration of eruption and KM is a constant set to 193 kg km−4s−1.

3.12.2.2 Initialization for Volcanic Ash Clouds

In the case of creating VAAs, the boundary of volcanic ash observed by a meteorological satellite is adopted as
the initial condition of the JMA-ATM. While the ash cloud-top height can be obtained from satellite imagery,
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cloud-base height is estimated using vertical wind shear. To import the shape of the observed volcanic ash
cloud, an initialization method for the ash clouds has been implemented in the operational system (Ishii et al.
2021). This method has a low computational cost, and therefore, is suitable for creating initial conditions
immediately after an eruption occurs. The specifications of tracer particles for VAAC operation are also shown
in Table 3.12.1.

Table 3.12.1: JMA-ATM specifications for VAAs and VAFFs

VAA
VAFF

(Scheduled)
VAFF

(Preliminary)
VAFF

(Detailed)
Number of
Tracer Particles 40,000 100,000 250,000

Diameter of
Tracer Particles

1 − 10 µm (for ash cloud)
10 − 100 µm (for plume) 0.65 µm − 96 mm

Mean Diameter 7.81 µm (for ash cloud)
31.6 µm (for plume) 0.25 mm

Standard
Deviation

0.5 (for ash cloud)
1.0 (for plume) 1.0

Forecast Time 18 hours 18 hours 1 hour 6 hours
Time Step 600 seconds (Euler) 200 seconds (4-stage Runge-Kutta)

3.12.3 Model
3.12.3.1 Basic Framework

The JMA-ATM adopts an offline Lagrangian scheme, the time tendency of tracer variables is calculated in each
process and integrated at the last time step in order that dynamical and physical processes are commutative at
each time step. The location (longitude λ, latitude φ, altitude z) of each tracer after the time step ∆t is given by

λ(t + ∆t) = λ(t) +
(

f hadv
λ + f hdif

λ

)
∆t (3.12.6)

φ(t + ∆t) = φ(t) +
(

f hadv
φ + f hdif

φ

)
∆t (3.12.7)

z(t + ∆t) = z(t) +

 f vadv
z + f vdif

z + f fall
z + f ddep

z +
∑
α

f wout(α)
z

∆t (3.12.8)

Here, f represents tendency of each physical process as shown in the following Subsections 3.12.3.2 to
3.12.3.5.

3.12.3.2 Horizontal and Vertical Advection

In the JMA-ATM, tracers are transported by mean wind velocity
(
U, V , W

)
at each tracer location as derived

by interpolating forecast gridded data from the GSM (see Section 3.2), MSM (see Section 3.5) or LFM (see
Section 3.7). The time tendencies of transport process are given by

f hadv
λ =

U
RE cosφ

(φ , ±90◦) (3.12.9)

f hadv
φ =

V
RE

(3.12.10)

f vadv
z = W (3.12.11)

where RE is the radius of earth.
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3.12.3.3 Horizontal and Vertical Diffusion

The effects of horizontal dispersion are represented using horizontal wind perturbation (U′(t), V ′(t)) from mean
wind

(
U(t), V(t)

)
. (U′(t), V ′(t)) are given by

U′(t) = RU′ (∆t)U′(t − ∆t) +
√

1 − RU′ (∆t)2σU′Γ (3.12.12)

V ′(t) = RV ′ (∆t)V ′(t − ∆t) +
√

1 − RV ′ (∆t)2σV ′Γ (3.12.13)

Here, Γ represents a random number which obeys Gaussian distribution with a mean of 0 and a standard
deviation of 1. The autocorrelation coefficients of Lagrangian velocity (RU′ , RV ′ ) are given by

RU′ (∆t) = RV ′ (∆t) = e−∆t/tLh (3.12.14)

using the Lagrangian time scale tLh, and their standard deviations (σU′ , σV ′ ) are

σU′ = σV ′ =

√
Kh

tLh
(3.12.15)

The parameters are set to Kh = 5.864×103 m2s−1 (for VAAs) or 5.864×104 m2s−1 (for VAFFs), tLh = 5.0×104 s,
and the initial condition of horizontal wind perturbation is U′(0) = V ′(0) = 0.253Γm s−1 following Kawai
(2002).

The time tendencies of horizontal dispersion process
(

f hdif
λ , f hdif

φ

)
are determined by assigning (U′, V ′) to

Eqs. (3.12.9) - (3.12.10) rather than
(
U, V

)
.

Meanwhile, vertical dispersion is represented as atmospheric vertical turbulence. The diffusion coefficient
Kv is given using vertical shear of mean horizontal wind Uh =

(
U, V

)
as

Kv = l2
∣∣∣∣∣∣∂Uh

∂z

∣∣∣∣∣∣ Fv (Rf) (3.12.16)

Here, Fv (Rf) represents atmospheric stability as a function of the flux Richardson number Rf given by the level
2 scheme of Mellor and Yamada (1974, 1982). The mixing length l is given by

l =
κz′

1 + κz′/l0
(3.12.17)

Here, z′ is height above ground surface, κ is von Kármán constant (set to 0.4) and l0 is the maximum mixing
length given by Holtslag and Boville (1993)

l0 =

lFA + (lPBL − lFA) exp
(
1 − z′

hPBL

)
(z′ > hPBL)

lPBL (z′ ≤ hPBL)
(3.12.18)

The maximum mixing length in the free atmosphere lFA, that in the planetary boundary layer (PBL) lPBL and
height of PBL hPBL are set to 30 m, 100 m, 1000 m, respectively.

The time tendency of vertical dispersion process is given by

f vdif
z = W ′ =

∑′ √2Kv∆t′Γ
∆t

(
∆t = Σ′∆t′

)
(3.12.19)

Here, ∆t′ (≤ ∆t) is the limitation of time step to prevent the displacement by vertical dispersion from becoming
excessively large (Iwasaki et al. 1998).
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3.12.3.4 Gravitational Fallout

In the JMA-ATM, it is assumed that volcanic ash particles fall at their terminal velocity wt, as determined from
the equation for balance between gravitational force and air resistance force:

wt(D, z) =

√
4CC(ρp − ρa)gD

3Caρa
(3.12.20)

where ρp is particle density, ρa is air density and Ca is the drag coefficient in consideration of the shape
parameter F = (a2 + a3)/2a1 (where a1, a2 and a3 are particle principal axes, with a1 as the longest) as given
by Suzuki (1983):

Ca =
24
Re

F−0.32 + 2
√

1.07 − F (3.12.21)

where Re is the Reynolds number represented as Re = ρawtD/ηa with air viscosity ηa. CC is the Cunningham
correction factor, which is used to account for the reduction of drag on small particles and is expressed as

CC = 1 + Kn
[
1.257 + 0.400 exp

(
−1.100

Kn

)]
(3.12.22)

with the Knudsen number Kn = 2MFP/D based on the mean free path of air MFP. ηa and MFP are given as
follows:

ηa(z) = η0

[
1 +CS/T0

1 +CS/T (z)

] [
T (z)
T0

]1/2

(3.12.23)

MFP(z) = MFP0
ηa(z)
η0

[
p(z)
p0

]−1 [
T (z)
T0

]1/2

(3.12.24)

where p(z) is air pressure at height z, T (z) is air temperature at z, and CS is the Sutherland constant of air (117
K). η0 (18.18 µPa s) and MFP0 (0.0662 µm) are the standard values for the reference atmosphere (T0 = 293.15 K
and p0 = 1013.25 hPa).

The density of volcanic ash particles ρp is defined as a function of diameter D:

ρp(D) =
ρmin + aρmaxD

1 + aD
(3.12.25)

where a = 5 × 103 m−1, ρmax is the density for coarse tephra and is set to 1 × 103 kg m−3 as per the density of
pumice stone, ρmin is the density for fine ash and is set to 2.4 × 103 kg m−3.

The time tendency of gravitational fallout process is given by

f fall
z = −wt (3.12.26)

3.12.3.5 Dry and Wet Deposition

Dry deposition works on tracers within the surface boundary layer. The dry deposition rate Pd is computed
from the depth of the surface boundary layer Lr and dry deposition velocity Vd as follows:

Pd =


Vd∆t

Lr
(z′ ≤ Lr)

0 (z′ > Lr)
(3.12.27)

Vd is represented in consideration of the aerodynamic resistance ra (Kitada et al. 1986)

Vd =
1
ra

(3.12.28)

ra =
1
κu∗

ln
z′ − d

z0
(3.12.29)
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u∗ = κUh

/
ln

z′ − d
z0

(3.12.30)

where Uh is horizontal wind speed. Roughness length z0 and zero-plane displacement d are determined from
vegetation type or sea surface temperature.

For tracers judged to be deposited based on the probability Eq. (3.12.27), the time tendency of the dry
deposition process is given by

f ddep
z = − z′

∆t
(3.12.31)

which means the tracers are deposited on the surface while one time step.
Wet deposition involves a washout process (below-cloud scavenging) representing the deposition of tracers

via precipitation and a rainout process (in-cloud scavenging) representing removal of tracers via their roles as
cloud condensation nuclei. In the JMA-ATM for operational use, only the washout process is considered. The
wet deposition probability associated with the type of precipitation (α = r(rain), s(snow), g(graupel)) is given
by

Pw(α) =

1 − e−Λw(α)∆t (z′ < Lb)
0 (z′ ≥ Lb)

(3.12.32)

where Lb is the height of cloud base and Λw(α) is the wet deposition rate given by

Λw(α) = AαRBα
α (3.12.33)

where Rα [mm h−1] is precipitation intensity. The below-cloud scavenging coefficients are set to Ar = As =

Ag = 2.98 × 10−5 s−1, Br = 0.75 and Bs = Bg = 0.30.
The time tendency of washout process is given by

f wout(α)
z = − z′

∆t
(3.12.34)

in the same way as for the dry deposition process.

3.12.3.6 Time Integration

Two types of time integral methods, the Euler method (as shown in Eqs. (3.12.6) - (3.12.8) ) and the four-stage
Runge-Kutta (RK4) method are implemented for the JMA-ATM. The Euler method integrates time tendencies
of processes which have dependency on time step ∆t such as dispersion processes and deposition processes.
While the RK4 method is used for transport processes and gravitational fallout process for VAFFs. Following
the RK4 method, a variable ϕi after the time step ∆t is calculated by

ϕi(t + ∆t) = ϕi(t) +
1
6

∑
k

(
dk(1)

i + 2dk(2)
i + 2dk(3)

i + dk(4)
i

)
∆t (3.12.35)

dk(1)
i , dk(2)

i , dk(3)
i and dk(4)

i are specified by the time tendency f k
i of each process k as

dk(1)
i (t) = f k

i (t, ϕi(t)) (3.12.36)

dk(2)
i (t) = f k

i

(
t +

1
2
∆t, ϕi(t) +

1
2

dk(1)
i ∆t

)
(3.12.37)

dk(3)
i (t) = f k

i

(
t +

1
2
∆t, ϕi(t) +

1
2

dk(2)
i ∆t

)
(3.12.38)

dk(4)
i (t) = f k

i

(
t + ∆t, ϕi(t) + dk(3)

i ∆t
)

(3.12.39)
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3.12.4 Products

3.12.4.1 Volcanic Ash Advisory

VAAC Tokyo issues VAAs in text, graphical and IWXXM (XML/GML) formats as defined in ICAO (2018).
VAAs include information on the forecast height and area of ash clouds 6, 12 and 18 hours ahead of observation
times based on JMA-ATM results. The forecast is normally updated every six hours (at 00, 06, 12 and 18 UTC)
when ash clouds are identified in satellite imagery. If notable changes occur in ash clouds, updates are provided
as often as needed. Sample VAAs are shown in Figures 3.12.1 and 3.12.2.

Figure 3.12.1: Sample VAA in text form

Figure 3.12.2: Sample VAA in graphical form
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3.12.4.2 Volcanic Ash Fall Forecast

JMA provides three types of forecasts sequentially: VAFFs (Scheduled) are issued periodically based on an
assumed eruption for active volcanoes, VAFFs (Preliminary) are brief forecasts up to one hour ahead issued
within 5 - 10 minutes of an actual eruption, and VAFFs (Detailed) are more accurate forecasts up to six hours
ahead every hour issued within 20 - 30 minutes of an actual eruption. The amount of volcanic ash fall and
maximum particle size at grid points with spacing of 0.02 degrees are calculated based on tracers falling to
the surface for use in VAFFs. The amount of ash fall is shown in three qualitative categories combined with
recommended action to be taken by the general public (Hasegawa et al. 2015). VAFFs include graphical
information on ash quantities and lapilli pieces with dimensions of 1 cm or more as well as text information on
the direction of ash drift, municipalities affected and precautions for disaster prevention. Sample VAFFs are
shown in Figures 3.12.3 (Scheduled), 3.12.4 (Preliminary) and 3.12.5 (Detailed).

Figure 3.12.3: Sample VAFF (Scheduled)

155



Figure 3.12.4: Sample VAFF (Preliminary) Figure 3.12.5: Sample VAFF (Detailed)
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Chapter 4

NWP Application Products

4.1 Summary
NWP results provide useful information both for the general public and for special applications. Against this
background, JMA provides these data in real time to its own local observatories, to private companies and
to related organizations both in Japan and abroad. Facsimile charts served for a long time as the primary
means of NWP output provision, but the development of telecommunication infrastructure and sophisticated
visualization systems has now made dissemination based on gridded values the essential method.

In addition to raw NWP data, application products derived from NWP output are also disseminated. An
example of such products is information on parameters not explicitly calculated in NWP models, such as
probabilistic forecasts, data on turbulence potential for the aviation sector, and error-reduced estimation of
NWP output. These are calculated based on the statistical relationship between NWP output and correspond-
ing observations. JMA disseminates Very-short-range (15-hour) Forecasts of Precipitation, Hourly Analysis of
horizontal wind and temperature fields, and a number of forms of guidance for short-range forecasting. To sup-
port mid-to-long-range forecasting, various forecast charts and gridded data for weekly, monthly and seasonal
forecasts are also disseminated.

In the following sections, the specifications of NWP application products and their utilization by JMA are
described.

4.2 Weather Chart Services
Facsimile chart provision is a conventional service operated to disseminate the results of NWP in graphical
form. Under this service, JMA facsimile charts are sent to national meteorological services via the Global
Telecommunication System (GTS) and to ships via the shortwave radio transmission (call sign:JMH).

Table 4.2.1 and Figure 4.2.1 give summaries of weather charts readily accessible by international users
(i.e., those provided through GTS and JMH).

The development of the Web complements and supports innovation in these services, and a number of
related projects are under way worldwide. JMA takes part in international initiatives such as the Project on
the Provision of City-Specific Numerical Weather Prediction (NWP) Products to Developing Countries via the
Internet in WMO Regional Association II (RA II) and the Severe Weather Forecasting Programme (SWFP)
involving WMO RAs II and V. The Agency’s own projects in this regard include the JMA Pilot Project on EPS
Products and SATAID Services on the WMO Information System.
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Table 4.2.1: List of facsimile charts provided through GTS and radio facsimile JMH. Symbols for vertical
level: Surf: surface, Trop: tropopause, numbers (850, 700, ... 100): level of pressure in hPa; Symbols for
contours: D: dewpoint depression (T − Td), E: precipitation (over the past 12 h for 24 h forecast, and over
the past 24 h for others), H: geopotential height, J: wave height, O: vertical velocity (ω), P: MSL pressure, T:
temperature, W: wind speed (isotachs), Z: vorticity; Symbols for other drawings: a: wind arrow from gridded
data, b: observation plots, d: hatch for area T − Td < 3 K, g: arrow for prevailing wave direction, j: jet axis,
m: wave period, s: daily mean sea surface temperature, t: temperature numbers, x: streamlines; Symbols for
dissemination and temporal specialty: ’: sent to GTS, *: sent to JMH, ¶: only for 00 UTC, §: only for 12 UTC.

Model Area Forecast Time
(see Figure 4.2.1) Analysis 12h 24h 36h 48h 72h 96h 144h

120h 168h
192h

GSM A’ 500 (T)+700 (D)’*
(Far East) 500 (H, Z)’ 500 (H, Z)’*

850 (T; a)+700 (O)’ 850 (T; a)+700 (O)’*
Surf(P, E; a)’*

C 300 (H, W; a, t, b)’¶
(East Asia) 500 (H, T; a, b)’* 500 (H, Z)’

700 (H, T; b, d)’ 850 (T, a)+700 (O)’§
850 (H, T; b, d)’* Surf(P, E)’ Surf(P, E)’* Surf(P, E)’*§

O 500 (H, Z)’§
(Asia) Surf(P)+850 (T)’§
Q 200 (H, W; t, a, j)+Trop(H)’
(Asia-Pacific) 250 (H, W; t, a)’ 250 (H, W; t, a)’

500 (H, W; t, a)’
W 200 (x)’ 200 (x)’ 200 (x)’
(West Pacific) 850 (x)’ 850 (x)’ 850 (x)’
D (N Hem.) 500 (H, T)’§

Ocean Wave X (Japan) Surf(J; b, g, m)’* Surf(J; b, g, m)’*
C” (NW Pacific) Surf(J; g, m)’* Surf(J; g, m)’* Surf(J; g, m)’*

Sea Surface C”2 (NW Pacific) Surf(s)’*¶
Temperature
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Figure 4.2.1: Areas for charts disseminated through GTS and radio facsimile JMH (symbols A’, C, C”, C”2,
D, O, Q, W and X). The dotted boxes labeled SE, SS, SC and S5 are areas of SWFP products for Southeast
Asia, South Asia, Central Asia, and WMO Region V, respectively (for information).
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4.3 Gridded Data Products
As part of JMA’s general responsibility in meteorological information service provision, gridded data products
are distributed to domestic and international users. In line with the requirements of the WMO Information
System (WIS), this data service utilizes both dedicated and public (i.e., Internet) network infrastructure.

The dedicated infrastructure consists of an international part called GTS, together with domestic parts
inside JMA (including the Meteorological Satellite Center and the Meteorological Research Institute) and
provision to government agencies and the Meteorological Business Support Center, which is in charge of
managed services for general users including those in the private sector.

The portal to JMA’s international services over the Internet is the website of the Global Information System
Centre (GISC) Tokyo1. Currently, the international service for gridded data products includes the GSM, the
Global Ensemble Forecast (One-week) and the Ocean Wave Model as listed in Table 4.3.1 and Table 4.3.2.

1https://www.wis-jma.go.jp
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Table 4.3.1: List of gridded data products transmitted through GTS and the GISC Tokyo website. Symbols for
content: D: dewpoint depression (T − Td), E: precipitation (from initial time), E6: precipitation over the past
6h, G: prevailing wave direction, H: geopotential height, J: wave height, M: wave period, O: vertical velocity
(ω), P: MSL pressure, R: relative humidity, T: temperature, U: eastward wind speed, V: northward wind speed,
W: vertical wind shear, X: stream function, Y: velocity potential, Z: vorticity, µ: average over ensemble, σ:
standard deviation over ensemble. The symbols ◦, *, ¶, §, ♯, ♭, †, ‡are notes on availability, as detailed in the
table.

Model GSM GSM GSM
Service Channel GTS and GISC GTS and GISC GTS and GISC
Code form GRIB Edition 1 GRIB Edition 1 GRIB Edition 1
Area Whole Globe 20◦S–60◦N Whole Globe

60◦E–160◦W
Resolution 1.25◦ × 1.25◦ 1.25◦ × 1.25◦ 2.5◦ × 2.5◦

Contents 10, 20 hPa H, U, V, T H, U, V, T H*, U*, V*, T*
30, 50, 70hPa H, U, V, T H, U, V, T H◦, U◦, V◦, T◦

100 hPa H, U, V, T, W♯ H, U, V, T H◦, U◦, V◦, T◦

150 hPa H, U, V, T, W♯ H, U, V, T H*, U*, V*, T*
200 hPa H, U, V, T, X, Y, W♯ H§, U§, V§, T§, X, Y H, U, V, T
250 hPa H, U, V, T, W♯ H, U, V, T H◦, U◦, V◦, T◦

300 hPa H, U, V, T, R, O, W♯ H, U, V, T, D H, U, V, T, D*‡
400 hPa H, U, V, T, R, O, W♯ H, U, V, T, D H*, U*, V*, T*, D*‡
500 hPa H, U, V, T, R, O, Z, W♯ H§, U§, V§, T§, D§, Z H, U, V, T, D*‡
600 hPa H, U, V, T, R, O
700 hPa H, U, V, T, R, O, W♯ H§, U§, V§, T§, D§, O H, U, V, T, D
850 hPa H, U, V, T, R, O, X, Y H§, U§, V§, T§, D§, O, X, Y H, U, V, T, D
925 hPa H, U, V, T, R, O H, U, V, T, D, O

1000 hPa H, U, V, T, R, O H, U, V, T, D H, U*, V*, T*, D*‡
Surface P, U, V, T, R, E†, E6

♭† P¶, U¶, V¶, T¶, D¶, E¶ P, U, V, T, D*‡, E†
Forecast time range 0–84h/6h 0–84h/6h 0–72h/24h

(from–until/interval) †: except for analysis *: Analysis only
♯: 0-36h/6h, ♭: 6-36h/6h

Extension on 12UTC 96–192h/12h §: 96–192h/24h 96–192h/24h
¶: 90–192h/6h ◦: 96–120h/24h

Initial times 00, 06, 12, 18UTC 00, 06, 12, 18UTC 00UTC and 12UTC
‡: 00UTC only

Model Global Ensemble Forecast Ocean Wave Model
(One-Week)

Service Channel GTS and GISC GTS and GISC
Code form GRIB Edition 1 GRIB Edition 2
Area Whole Globe 75◦S–75◦N, 0◦E–359.5◦E
Resolution 2.5◦ × 2.5◦ 0.5◦ × 0.5◦

Contents 250 hPa µU, σU, µV, σV
500 hPa µH, σH
850 hPa µU, σU, µV, σV, µT, σT
1000 hPa µH, σH
Surface µP, σP J, M, G

Forecast time range 0–192h/12h 0–84h/6h
Extension on 12UTC (none) 96–192h/12h

Initial times 00UTC and 12UTC 00,06,12,18UTC
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Table 4.3.2: List of gridded data products transmitted through the GISC Tokyo website. Symbols for content:
CL: low cloud amount, CM: middle cloud amount, CH: high cloud amount, E: precipitation (from initial time),
H: geopotential height, N: total cloudiness, O: vertical velocity (ω), Di: relative divergence, P: MSL pressure,
PS: surface pressure, R: relative humidity, T: temperature, U: eastward wind speed, V: northward wind speed,
X: stream function, Y: velocity potential, Z: vorticity, W: wind speed, G: gusts, µ: average over ensemble,
σ: standard deviation over ensemble, ρ: probability of ensemble prediction results (parentheses represent
probability thresholds). The symbol †is a note on availability, as detailed in the table.

Model GSM GSM
Service Channel GISC GISC
Code form GRIB Edition 2 GRIB Edition 2
Area Whole Globe and also Whole Globe

5◦S–90◦N, 30◦E–165◦W
Resolution 0.5◦ × 0.5◦ 1.25◦ × 1.25◦

(0.25◦ × 0.25◦ for surface)
Contents
10, 20, 30, 50, 70, 100, 150hPa H, U, V, T, R, O H, U, V, T

200 hPa H, U, V, T, R, O, X, Y H, U, V, T, X, Y
250 hPa H, U, V, T, R, O H, U, V, T, Z ,Di

300, 400 hPa H, U, V, T, R, O H, U, V, T, R, O
500 hPa H, U, V, T, R, O, Z H, U, V, T, R, O, Z
600 hPa H, U, V, T, R, O H, U, V, T, R, O
700 hPa H, U, V, T, R, O H, U, V, T, R, O, Z, Di
800 hPa H, U, V, T, R, O
850 hPa H, U, V, T, R, O, X, Y H, U, V, T, R, O, X, Y
900 hPa H, U, V, T, R, O
925 hPa H, U, V, T, R, O H, U, V, T, R, O, Z, Di

950, 975 hPa H, U, V, T, R, O
1000 hPa H, U, V, T, R, O H, U, V, T, R, O

Surface P, U, V, T, R, E†, U, V, T, R, P, E†
PS, N, CL, CM, CH

Forecast time range 0–132h/3h 0–132h/6h
(from–until/interval) †: except for analysis

Extension on 00 and 12UTC 138–264h/6h 144–264h/12h
Initial times 00, 06, 12, 18UTC 00, 06, 12, 18UTC

Model Global Ensemble Forecast (One-Week)
Service Channel GISC
Code form GRIB Edition 2
Area Whole Globe
Resolution 1.25◦ × 1.25◦

Contents 250hPa µU, σU, µV, σV
500hPa µH, σH
850hPa µU, σU, µV, σV, µT, σT, µW, σW, ρT(±1, ±1.5, ±2)

1000 hPa µH, σH
Surface µP, σP, ρE(1, 5, 10, 25, 50, 100 mm/24h), ρW(10, 15, 25 m/s), ρG(10, 15, 25 m/s)

Forecast time range 0–264h/12h
Initial times 00UTC and 12UTC
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4.4 Very-short-range Forecasting of Precipitation
JMA has operated a fully automated system for analysis and very-short-range forecasting of precipitation since
1988 to provide the following products for monitoring and forecasting of local severe weather conditions:

1. Radar/Raingauge-Analyzed Precipitation (R/A; a type of precipitation analysis)

2. Very-Short-Range Forecasting of Precipitation (VSRF; a type of precipitation forecast)

3. Extended VSRF (ExtVSRF; a type of extended precipitation forecast)

The data in these products show a close correlation with rainfall amounts observed using raingauges. From
R/A and VSRF, indices with close ties to landslides, flooding and inundation are produced and used to issue
advisories and warnings for these phenomena. The products are provided to local meteorological offices, local
governments and broadcasting stations which have responsibility for disaster mitigation. This section outlines
how the products are created.

Table 4.4.1: Specifications of Radar/Raingauge-Analyzed Precipitation (R/A), Very-Short-Range Forecasting
of Precipitation (VSRF) and Extended VSRF (ExtVSRF)

R/A VSRF ExtVSRF
Spatial resolution 1 km 1 km 5 km
Update interval 10 min. 10 min. 1 hour
Analysis/Forecast 1 hour accumulated 1 hour accumulated 1 hour accumulated
element rainfall amount rainfall amount rainfall amount
Forecast time - Up to 6 hours ahead From 7 to 15 hours ahead
Forecast interval - 1 hour 1 hour
Time required About 5 min. About 8 min. About 18 min.
to execute after observation time after observation time after observation time

4.4.1 Analysis of Precipitation (R/A)
R/A enables estimation of accurate one-hour precipitation amounts based on precipitation intensity as observed
using radars and rainfall amounts observed using raingauges. It involves the use of data from 46 radars (20
JMA units and 26 operated by other organizations) to cover large areas at a higher spatial resolution than the
raingauge network as well as data from up to 10,000 raingauges (1,300 AMeDAS units and 8,700 operated by
other organizations) to determine actual amounts of precipitation. JMA uses the Z-R relationship to convert
the radar reflectivity factor to precipitation intensity. The Kdp-R relationship (Bringi and Chandrasekar 2001)
is also clarified for dual-polarized JMA radar, and is used to estimate high-intensity precipitation in ten-minute
precipitation amounts close to analysis times.

The one-hour cumulative precipitation amounts estimated using radar observation usually differ from those
observed with raingauges. Radar amount calculation is based on cumulative precipitation intensity over an
hour, and values are calibrated using raingauge data to enable more accurate estimation (Makihara 2000). A
schematic diagram of this procedure is shown in Figure 4.4.1. First, the radar data are quality controlled to
remove ground and sea clutter, bright band and weak echoes unrelated to rainfall on the ground. Satellite
imagery and NWP gridded data are used for this purpose. Then, the primary calibration factor over the en-
tire detection range of each radar is calculated by comparing radar precipitation to that of neighboring radars
and raingauge data with differences in radar beam height taken into account. Next, the secondary calibration
factor is calculated by comparing radar precipitation calibrated with the primary factor to raingauge data at
grids where raingauges are located to evaluate local heavy precipitation more accurately. For grids with no
raingauges, factor calculation is based on weighted interpolation of values for surrounding grids where rain-
gauges are present. A nationwide composite chart of all radar calibrated precipitation data is created using the
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maximum value method, in which the largest value is selected if a grid has several data from observation by
multiple radars.

Figure 4.4.1: Flow of Radar/Raingauge-Analyzed Precipitation

4.4.2 Forecasting of Precipitation up to 6 hours ahead (VSRF)
VSRF, which employs the calibrated precipitation intensity determined in the course of R/A as the initial value
and is formulated from extrapolation and model forecasts, is a superior estimate of precipitation.

A schematic diagram of the related procedure is shown in Figure 4.4.2. Two methods are used for VSRF.
One is the extrapolation of movements of analyzed precipitation systems (i.e., extrapolation forecasts; referred
to here as EX6). In the course of extrapolation, the growth and decay of precipitation systems caused by
orographic effects and echo intensity trends are taken into account. The other method involves precipitation
forecasts of the MSM and LFM, which are available after around two hours from the initial time for the MSM
and one hour for the LFM. EX6 is more skillful than MSM and LFM forecasts, although the forecast time
is short and skill rapidly diminishes. Meanwhile, the skill of MSM and LFM forecasts degrades gradually
and is comparable to that of EX6 when the forecast time reaches a few hours. To produce better model
forecasts (referred to here as BLD), JMA introduced a blending technique involving weighted averaging of
MSM forecasts and LFM forecasts. This is similar to the merging technique outlined below (see Subsection
4.4.2.2)

The merging technique essentially involves weighted averaging of the EX6 and the BLD. As merging
weights are set close to zero for the BLD in the first hour, the products are similar to EX6 output. Thereafter,
merging weights for the BLD increase with forecast time. These are determined by comparing the skills of
the BLD and the EX6 with R/A. The forecast time steps are two or five minutes, and forecast precipitation is
accumulated to produce hourly forecasts up to six hours ahead.

4.4.2.1 Processes assumed in EX6

Extrapolation vectors (i.e., the movement vectors of precipitation systems) are evaluated using a generalized
cross-correlation method involving comparison of precipitation system locations at the initial time with those
at 0.5, 1, 2 and 3 hours before.
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Figure 4.4.2: Schematic representation of very-short-range precipitation forecasting

As the seeder-feeder mechanism is assumed to work in regions of orographic updraft, precipitation systems
are allowed to grow in the course of extrapolation over such regions. Precipitation systems that have passed
over mountains higher than the echo top height are decayed when the following conditions are met:

1. Orographic downslope motion of the rain system is expected from the low-level wind of the MSM,

2. The direction of rain system movement or that of the 700 hPa wind of the MSM is largely parallel to that
of the 900 hPa wind of the MSM.

Echo intensity trends can also be determined by comparing the current area average of echo intensity to a
past one. Movement vectors for intensity trends are calculated in addition to extrapolation vectors. The vectors
move echo intensity trends, which in turn change forecast precipitation.

4.4.2.2 Merging Technique

First, the relative skill of the EX6 and the BLD are estimated. The EX6 from three hours before is verified
against the current analysis. For the BLD forecast, the latest available data are verified against the current
analysis. The relative reliability coefficient CRR is defined as follows:

CRR = min
(
1,

DEX

DBLD

)
(4.4.1)

165



where DEX is the two-dimensional pattern distance, or the two-dimensionally extended Levenshtein distance,
between the EX6 and the analysis, and DBLD is the two-dimensional pattern distance between the BLD forecast
and the analysis.

The relative weight of the extrapolation forecast CEX(T ) is then determined using CRR and the function
C(T, BR) , where BR 2 is blend reliability and T denotes the forecast time as indicated in the merge process of
Figure 4.4.3

CEX(T ) = 1 −CRR · (1 −C(T, BR)) (4.4.2)

Finally, the merged forecast RMRG(T ) is calculated with the following equation:

RMRG(T ) = CEX(T ) · REX(T ) + (1 −CEX(T )) · RBLD(T ) (4.4.3)

where REX(T ) denotes extrapolation forecasting of precipitation at the forecast time T and RBLD(T ) denotes
the BLD forecast of precipitation from the latest initial time at the same valid time T .

Figure 4.4.3: Dependence of CEX(T ) on forecast time and BLD reliability

4.4.2.3 Example and Verification Score of R/A and VSRF

R/A and VSRF examples are shown in Figure 4.4.4. R/A for the Kinki region in the central western area of
Japan for 14:50 UTC on 23 August 2018 is shown in the left panel (a), and the three-hour VSRF forecast for
the same valid time (i.e., initial time 11:50 UTC 23 on August 2018) is shown in the right panel (b). The
intense rain band is well forecasted.

VSRF accuracy has been statistically verified with the critical success index (CSI)3. Forecasts are compared
with precipitation analysis after both fields are averaged in 5 × 5km grids. Indices from 1- to 6-hour forecasts
for July 2018 are shown in Figure 4.4.5.

It can be seen that scores deteriorate with longer forecast times. EX6 maintains its superiority to BLD up
to three hours, but the relationship reverses after this time. VSRF exhibits the best performance for all forecast
times.

2BR ≡ S core(BLD)/(S core(BLD) + S core(EX6))
3The CSI is the number of correct “Yes” forecasts divided by the total number of occasions on which the event was forecast and/or

observed. It is also cited as the threat score (see Subsection A.2.9).
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Figure 4.4.4: (a) the Radar/Raingauge-Analyzed Precipitation for 11:50 UTC on 23 August 2018, and (b)
3-hour VSRF forecast of precipitation for the same valid time.

Figure 4.4.5: CSI of very-short-range forecasting (VSRF) of precipitation averaged within 5 × 5km grids over
land for July 2018, together with that of EX6, BLD and persistence forecasting. The threshold value is 1.0mm.
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4.4.3 VSRF Forecast Range Extension to 15 hours (ExtVSRF)

4.4.3.1 Basic Concept of ExtVSRF

In June 2018, JMA launched an extended VSRF forecast called ExtVSRF to support early judgement on the
need for evacuation and other measures by clarifying the tendency of rainfall toward dawn when heavy rain
falls in the evening. The extended forecast facilitates understanding of overall precipitation distribution as a
trend, and was developed as a separate product from VSRF.

The flow of ExtVSRF calculation is shown in Figure 4.4.6. The forecast is derived from a combination of
MSM precipitation amount forecasts, MSM Guidance for mean and maximum precipitation amounts and LFM
Guidance for maximum precipitation amounts, and is not merged with the EX6 because the latter’s precision
from 7 to 15 hours ahead is significantly poorer than that produced by the combination of these guidance
forecasts.

The latest available guidance forecasts for mean precipitation amounts and maximum precipitation amounts
are divided into two groups, and are verified with current analysis using the fraction skill score (FSS)4. The
forecast with the best score from each group is chosen and mixed with the weighted average.

Figure 4.4.6: Extended VSRF flow chart

4.4.3.2 ExtVSRF Verification Score and Example

An example of R/A and ExtVSRF is shown in Figure 4.4.7. The R/A for the western area of Japan at 23 UTC
19 June 2018 (08 JST 20 June 2018) is shown in the left panel (a), and the 14-hour forecast of ExtVSRF at the
same valid time (i.e., initial time 09 UTC 19 June 2018 (18 JST 19 June 2018)) is shown in the right panel (b).
The intense rain band is well forecast, and it is understandable that this morning rainfall will be heavy at the
moment of previous early evening.

The accuracy of ExtVSRF has been statistically verified with FSS data. Forecasts are compared with pre-
cipitation analysis in 5 × 5km grids. Indices from 1- to 15-hour forecasts for July/October 2017 and January
2018 are shown in Figure 4.4.8 together with those of VSRF and MSM Guidance forecasts for mean precipi-
tation amounts. It can be seen that ExtVSRF is superior to MSM Guidance for all forecast times.

4.5 Hourly Analysis

Hourly analysis provides hourly gridded data on three-dimensional temperature and wind, to help forecasters in
continuous atmospheric monitoring. Meteorological imagery products are also provided to the aviation sector
online.

4In FSS, verification incorporates consideration of position gaps and indicates the accuracy of precipitation distribution (see Subsection
A.2.12 ).
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Figure 4.4.7: (a) Radar/Raingauge-Analyzed Precipitation at 23 UTC on 19 June 2018, and (b) 14-hour
ExtVSRF forecast of precipitation for the same valid time.

Figure 4.4.8: FSS of the Extended VSRF (ExtVSRF) for June 2017, October 2017 and January 2018 together
with that of VSRF and MSM Guidance forecast for mean precipitation amount. The threshold value is 1 mm.
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The configuration of the hourly analysis system, which is based on 3D-Var, is given in Table 4.5.1. Analysis
involves the use of the latest Meso-scale Model (MSM; Section 3.5) forecast as the first guess (a 2-4 hour
forecast depending on the analysis time). The domain of the hourly analysis covers Japan and its surrounding
area at a horizontal resolution of 5 km with 721 × 577 grid points. There are 48 vertical layers defined for
hybrid terrain-following coordinates (Subsection 3.5.3) with the top of the domain at 21,801 m.

The observations assimilated in the analysis are from AMeDAS (the Automated Meteorological Data Ac-
quisition System; Japan surface station data on wind and temperature), Wind Profiler (wind), Weather Doppler
radar (radial velocity), AIREP, AMDAR (wind and temperature), and AMVs from Himawari-8 (Atmospheric
Motion Vectors, wind). The data cut-off time is set to 18 minutes past the hour so that products can be dis-
tributed by 30 minutes past the hour.

In order to obtain a good fit to surface observations on land, the 3D-Var in the hourly analysis adopts a
short background error correlation distance and a small observation error on the surface. Thus, the surface
field on land typically has large local increments. Outlined below are modifications of the 3D-Var scheme and
additional post-processing performed to address this situation.

Table 4.5.1: Hourly analysis specifications

Analysis time Every hour (on the hour)
Analysis scheme 3D-Var
Data cut-off time 18 minutes past the hour
First guess 2, 3 or 4-hour forecast by the MSM
Domain configuration Japan and its surrounding area

Lambert projection: 5 km at 60◦N and 30◦N, 721 × 577
Grid point (1, 1) is at the northwest corner of the domain.
Grid point (489, 409) is at 140◦E, 30◦N.

Vertical coordinate z-z⋆ hybrid
Vertical levels 48 levels up to 22 km
Analysis variables Wind, temperature, surface wind and surface temperature
Observations AMeDAS, Wind Profiler, Weather Doppler radar (radial velocity),
(as of 31 December 2017) AIREP, AMDAR, and AMVs from Himawari-8
Post-processing Surface filtering (followed by adjustment of the increment within the boundary

layer)
Product distribution Before 30 minutes past the hour
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• The control variables at the bottom level are treated as uncorrelated to those at other levels in 3D-Var
analysis because the large analysis increments at the surface need to be adjusted independently with a
surface filter as described below.
• After 3D-Var analysis is complete, a surface filter is applied to the surface temperature and wind fields

to attenuate surface increments over the sea with distance from the coastline and reduce excessive incre-
ments in sea regions near the coastline within the range of correlation from land observations. Analysis
increments on the surface and in the upper air are not consistent at this point.
• After application of the surface filter, the increments on the surface and in the upper air are merged

in each vertical column within the boundary layer of the first guess to make the surface and upper-air
increments consistent. The weight of the surface increment attenuates with height above the ground, and
approaches zero around the top of the boundary layer.

4.6 Guidance for Short-range Forecasting

4.6.1 Overview
JMA provides various kinds of forecast guidance to support forecasters in their work. Objectives of guidance
are to reduce systematic errors in NWP output, such as temperature and wind, and to derive quantitative values
not directly calculated in NWP models, such as probability of thunderstorm and weather categories. Table
4.6.1 lists the guidance provided for short-range forecasting (up to 84 hours) at JMA.

To cope with frequent model upgrades, JMA uses methods that allow ongoing adjustment of statistical
equations. These adaptive approaches, which are based on Kalman filtering and a neural network, replaced
the previous non-successive multivariate regression method in 1996 and have since been applied to various
guidance values.

The Kalman filtering and neural network used in the guidance system are outlined in Subsection 4.6.2 and
Subsection 4.6.3, respectively, and utilization of guidance at forecasting offices is summarized in Subsection
4.6.4.

4.6.2 Guidance Based on Kalman Filtering
4.6.2.1 Kalman Filtering

As a statistical post-processing method for NWP output, JMA developed guidance using Kalman filtering (KF)
on the basis of earlier work conducted by Persson (1991) and Simonsen (1991). KF evolves coefficients based
on the following equations:

yτ = cccτXXXτ + vτ (4.6.1)
XXXτ+1 = AAAτXXXτ + uuuτ (4.6.2)

where y represents predictand (i.e., the target of forecasting), ccc represents predictors (1×n matrix), XXX represents
coefficients (n×1 matrix) with covariance matrix QQQ (n×n matrix), v represents observation noise with variance
DDD, uuu represents system noise (n × 1 matrix) with the covariance matrix UUU (n × n matrix), and AAA (n × n matrix)
describes the evolution of the coefficients in time.

Eq. (4.6.1) relates to observation, and is a linear expression relating the predictand and predictors. Eq.
(4.6.2) is a system exprssion denoting the time evolution of the coefficients. In guidance, the time evolution
matrix AAA can be treated as a unit matrix:

AAAτ ≡ III (4.6.3)

The objective of KF is to determine the most likely estimation of the coefficients XXXτ+1/τ, whose subscript
denotes an estimate at τ + 1 based on observation at τ. In contrast, the single subscripts in Eq. (4.6.1) and
Eq. (4.6.2) indicate the variables are stochastic variables at τ. XXXτ+1/τ is determined from the previous estimate
XXXτ/τ−1 and the forecast error:
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Table 4.6.1: Parameters of the guidance products for short-range forecasting

Parameters Target Model Forecast hour Method∗
Categorized weather over 3 hours
(fair, cloudy, rainy, sleety, snowy) Grids 20km GSM FT=6, 9, . . . , 84 NN5km MSM FT=3, 6, . . . , 39/51∗∗

Mean precipitation amount over 3 hours Grids
20km GSM FT=6, 9, . . . , 84

KF & FBC5km MSM FT=3, 6, . . . , 39/51
5km MEPS FT=3, 6, . . . , 39

Maximum precipitation amount over 1, 3 hours Grids
20km GSM FT=6, 9, . . . , 84

NN5km MSM FT=3, 6, . . . , 39/51
5km MEPS FT=3, 6, . . . , 39

Maximum precipitation amount over 24,
48 and 72 hours (48, 72 hours:GSM only) Grids

20km GSM FT=27, 30, . . . , 84
MLR5km MSM FT=24, 27, . . . , 39/51

5km MEPS FT=24, 27, . . . , 39
Mean precipitation amount over 1 hour Grids 5km LFM FT=1, 2, . . . , 10 LAF & FBC
Maximum precipitation amount over 1 hour Grids 5km LFM FT=1, 2, . . . , 10 SLR & PPM

Probability of precipitation over 6 hours > 1mm/6h Grids 20km GSM FT=9, 15, . . . , 81 KF5km MSM FT=6, 12, . . . , 39/51

Maximum temperature in the daytime
(09-18 local time) Points AMeDAS

GSM Today to 3 days after
KFMSM Today and tomorrowMEPS

Minimum temperature in the morning
(00-09 local time) Points AMeDAS

GSM Today to 3 days after
KFMSM Today and tomorrowMEPS

Time-series temperature Points AMeDAS

GSM FT=3, 4, . . . , 84

KFMSM FT=1, 2, . . . , 39/51
LFM FT=1, 2, . . . , 10

MEPS FT=1, 2, . . . , 39

Temperature Grids

5km GSM FT=3, 4, . . . , 84

KF5km MSM FT=1, 2, . . . , 39/51
2km LFM FT=1, 2, . . . , 10
5km MEPS FT=1, 2, . . . , 39

Time-series humidity Points SYNOP GSM FT=3, 4, . . . , 84 KFMSM FT=1, 2, . . . , 39/51

Wind speed and direction Points AMeDAS
GSM FT=3, 6, . . . , 84

KF & FBCMSM FT=1, 2, . . . , 39/51
MEPS FT=1, 2, . . . , 39

Maximum wind speed and direction over 3hours Points AMeDAS
GSM FT=3, 6, . . . , 84

KF & FBCMSM FT=3, 6, . . . , 39/51
MEPS FT=3, 6, . . . , 39

Daily minimum humidity Points SYNOP GSM Today to 3 days after NNMSM Today and tomorrow

Snowfall amount over 6,12 hours Points AMeDAS GSM FT=9, 12, . . . , 84 NN & FBCMSM FT=6, 9, . . . , 39/51

Snowfall amount over 24 hours Points AMeDAS GSM FT=27, 30, . . . , 84 NN & FBCMSM FT=24, 27, . . ., 39/51
Snowfall amount over 3,6 hours Grids 2.5km LFM FT=1, 2, . . . , 10 DM

Snowfall amount over 3,6,12 hours Grids 5km
GSM FT=9, 12, . . . , 84

DMMSM FT=6, 9, . . . , 39/51
MEPS FT=6, 9, . . . , 39

Snowfall amount over 24 hours Grids 5km
GSM FT=27, 30, . . . , 84

DMMSM FT=24, 27,. . . , 39/51
MEPS FT=24, 27,. . . , 39

Probability of thunderstorm over 3 hours Grids 20km
GSM FT=6, 9, . . . , 84

LR & LAFMSM FT=6, 9, . . . , 39/51
MEPS FT=6, 9, . . . , 39

Visibility Grids 20km GSM FT=3, 6, . . . , 84 DM5km MSM FT=3, 6, . . . , 39/51
∗ NN: neural network, KF: Kalman filter, FBC: frequency bias correction, MLR: multiple linear regression, DM: diagnostic method,

LR: logistic regression, LAF: lagged averaged forecast method, SLR: simple linear regression, PPM: perfect prognosis method
∗∗ 39 hours (03, 06, 09, 15, 18, 21 UTC initials), 51 hours (00, 12 UTC initials)
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XXXτ+1/τ = XXXτ/τ (4.6.4)
= XXXτ/τ−1 + KKKτ(yτ − cccτXXXτ/τ−1) (4.6.5)

where KKKτ is the Kalman gain can be written as follows:

KKKτ = QQQτ/τ−1cccT
τ (cccτQQQτ/τ−1cccT

τ + Dτ)−1 (4.6.6)

QQQ, the covariance of XXX, is updated as follows:

QQQτ+1/τ = QQQτ/τ +UUUτ (4.6.7)
= QQQτ/τ−1 − KKKτcccτQQQτ/τ−1 +UUUτ (4.6.8)

Eq. (4.6.4) and Eq. (4.6.7) are derived from Eq. (4.6.2) and Eq. (4.6.3), respectively.
Finally, the forecast value is calculated with the updated coefficients and predictors at τ + 1;

yτ+1/τ = cccτ+1XXXτ+1/τ (4.6.9)

For some forecast parameters (such as temperature), the predictand y is defined as the difference between
NWP output and observations, while for others (such as precipitation amount), y is the observation itself.

In the forecast guidance system with KF, Dτ in Eq. (4.6.6) and UUUτ in Eq. (4.6.8) are treated as empirical
parameters for control of the adaptation rate.

4.6.2.2 Frequency Bias Correction

With KF, the most likely estimation of the predictand that minimizes the expected root mean square error is
obtained. However, the output has a tendency toward lower-than-actual frequency for forecasting of relatively
rare events such as strong wind and heavy rain. To compensate for this unfavorable characteristic, a frequency
bias correction scheme is applied to the KF output.

The basic concept involves multiplying the estimation of KF, y, by a correction factor F(y) to obtain the
final output yb:

yb = y · F(y)

To determine F(y), certain thresholds ti are set to span the given observation data. The corresponding thresholds
f i for the forecast dataset are then calculated so that the number of observation data smaller than ti approximates
to that of forecast data smaller than f i. Finally, the correction factors are computed as follows:

F( f i) = ti/ f i

F(y) for f i < y < f i+1 is linearly interpolated between F( f i) and F( f i+1).

Since KF is an adaptive method, f i is also updated each time the observation yτ corresponding to the estimates
of KF yτ/τ−1 is available. The update procedure is as follows:

f i
τ+1 =


f i
τ(1 + α) if yτ < ti and yτ/τ−1 > f i

f i
τ(1 − α) if yτ > ti and yτ/τ−1 < f i

f i
τ otherwise

where α is an empirical parameter used to determine the adaptation rate.
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4.6.2.3 Example of Guidance (GSM) Based on Kalman Filtering (3-hour Precipitation Amount)

In this guidance, the predictand is the observed three-hour cumulative precipitation amount averaged within a
20 × 20km square. The following parameters derived from NWP output are used as predictors.

1. NW85: NW − SE component of wind speed at 850hPa

2. NE85: NE − SW component of wind speed at 850hPa

3. SSI: Showalter’s stability index (between 850 and 500hPa)

4. OGES: Orographic precipitation index

5. PCWV: Precipitable water content ×Wind speed at 850hPa × Vertical p-velocity at 850hPa

6. QWX: Σ (Specific humidity × Vertical p-velocity × Relative humidity) between 1000 and 300hPa

7. EHQ: Σ (Excess from reference humidity × Specific humidity × Depth of wet layer) between 1000 and
300hPa

8. DXQV: Precipitation index in winter synoptic pattern

9. FRR3: Mean precipitation amount over three hours based on the GSM

In the sample precipitation forecasts shown in Figure 4.6.1, the NWP model (GSM) predicted very little or
no precipitation in area M, while observation shows light precipitation. The guidance predicted light precipita-
tion in this area, representing a better results. Examination of the coefficient values shows an orographic effect
relating to the OGES enhanced precipitation amount in this area.

Figure 4.6.1: Mean precipitation amount over three hours: (A) observation, (B) guidance forecast, (C) NWP
model (GSM) forecast

4.6.3 Guidance Based on a Neural Network
4.6.3.1 Neural Network

The neural network (NN) approach involves machine learning to support analysis of non-linear relationships
between predictors and predictands (Yanagino and Takada 1995). In this method, multiple layers of neurons
are linked to construct a hierarchical neural network as shown in Figure 4.6.2. The first layer is called the input
layer and the last layer is called the output layer. Those between them are called the hidden layers.

174



Figure 4.6.2: Neural network for fair/cloudy determination. RH: relative humidity, FRR3: precipitation over 3
hours

A signal put into the input layer is propagated to the next layer via inter-neuron connections. The signal is
subjected to simple processing by the neurons of the receiving layer prior to its propagation to the next layer.
This process is repeated until the signal reaches the output layer.

A schematic diagram of a neuron is shown in Figure 4.6.3. The input of each neuron is a weighted sum of
the outputs of other neurons, and the output is a function of its input. This is called an activation function, and
a sigmoid function as shown in Figure 4.6.4 is usually used for this purpose.

Figure 4.6.3: Schematic representation of a neuron

NN weights are iteratively adjusted using numerous sets of input/output data. The most popular adjustment
method involves the back-propagation of error algorithm described as follows:

1. First, weights are initialized with randomized values.

2. The network calculates output values using a given set of input values.

3. Weights are adjusted to make the NN output close to the supervisor data (correct values of the output
variable).

4. The processes of 2 and 3 are iterated until the error measure falls below a specified value or the number
of iterations reaches a specified maximum.

Even in NN, the output has a tendency toward lower-than-actual frequency for forecasting of relatively rare
events such as heavy snowfall. To compensate for this unfavorable characteristic in snowfall amount guidance,
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Figure 4.6.4: Examples of the sigmoid function

the frequency bias correction scheme is applied to the NN output using the same method for KF output (see
Subsection 4.6.2.2).

4.6.3.2 Example of Guidance Based on a Neural Network (Categorized Weather)

In the forecast guidance system, a neural network model is constructed at each grid or observation point from
sets of NWP output and observed weather elements. Categorized weather is one of the forecast guidance
parameters to which the NN is applied. Figure 4.6.5 shows an example of output categorized weather guidance,
in which an NN model is used to derive sunshine duration, which is in turn used to determine non-precipitation
weather categories (fair or cloudy). The NN is constructed for each AMeDAS station, and output values (three-
hourly sunshine durations) are interpolated to grid points. Precipitation weather categories (rain, sleet, snow)
are determined from precipitation amount guidance and precipitation type guidance. The constitution of the
sunshine duration NN model is shown in Figure 4.6.2, and its characteristics are summarized as follows:

1. The model incorporates a three-layer feed-forward neural network.

2. A linear activation function is used in the output layer and sigmoid activation functions are used in the
hidden layer.

3. In the learning processes, NWP output is used as input data and sunshine durations observed at each
AMeDAS point are used as supervisor data.

4. The weights of the network are modified when the observation data are obtained.

4.6.4 Utilization of Guidance at Forecasting Offices
Forecast guidance products are disseminated to observatories and used for drafting weather forecasts in editing
software. Figure 4.6.6 shows an example of the data entry screen. Forecasters revise elements (time-series data
of weather categorization, PoP, temperature etc.) on the display consideration of current weather conditions
and empirical knowledge. The processed data are then composed to create a forecast bulletin and provided to
users.

An algorithm incorporating the steps shown below is used to draft weather forecast bulletins automatically.
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Figure 4.6.5: Sample output of categorized weather guidance

Table 4.6.2: Sample of the algorithm for weather forecast bulletin drafting

Sequence of 3-hourly categorized weather∗
Draft of a weather forecast bulletin

0 - 3 3 - 6 6 - 9 9 -12 12-15 15-18 18-21 21-24
F F F F C F F F Fair
R R R R R S S S Rain, snow from the evening
C R F R C F R C Cloudy, occasional rain
C R C C C C R C Cloudy, rain in the morning and the evening
∗ F:Fair C:Cloudy R:Rain S:Snow

1. Three-hourly dominant weather categories are derived from the majority of weather categorization on
grids in the forecast area.

2. The weather forecast bulletin for the day is derived from the sequence of three-hourly dominant weather
categories over the forecast area. Examples of the algorithm are shown in Table 4.6.2.
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Figure 4.6.6: Sample data entry screen in forecast editing software
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4.7 Application Products for Aviation Services

4.7.1 Aerodrome Forecast Guidance
Aerodrome forecast guidance (TAF guidance) is derived from the output of the MSM eight times a day and
MEPS four times a day, providing hourly predictions up to 39 hours ahead (51 hours ahead at 00 and 12UTC
initials on MSM). The predicted values in this guidance are listed in Table 4.7.1.

Table 4.7.1: Parameters of TAF guidance. (for 90 airports in Japan)

Parameters TAF guidance

Visibility Minimum and mean visibility during an hour
Probability of minimum visibility < 5km and 1.6km during 3 hours

Cloud Cloud amount and height of 3 layers at minimum ceiling during an hour
Probability of minimum ceiling < 1000ft and 600ft during 3 hours

Weather Categorized weather every hour

Temperature Maximum temperature in the daytime, minimum temperature in the
morning and temperatures every hour

Wind Wind speed and direction every hour
Wind speed and direction of hourly maximum peak wind

Gust Probability of gust during 3 hours
Gust speed and direction of hourly maximum peak gust

Thunderstorm Probability of thunder during 3 hours
Snow Snowfall amount during 3 hours

4.7.1.1 Visibility

Minimum visibility and probability in minimum visibility guidance (VIS) are based on statistical interpretation
of NWP output. VIS is calculated using linear equations whose coefficients are adapted via Kalman filtering
(see Subsection 4.6.2.1) with the predictors and METAR reports. VIS consists of three linear equations classi-
fied by weather type (rain, snow, no precipitation). The following predictors from the output of the MSM are
used for each equation:

• No precipitation: (1 − RH)1/2, Qc1/2, where RH is surface relative humidity (0 ∼ 1), Qc is cloud water
content near surface(kg/kg).

• Rain: RR1/2, (1 − RH)1/2, Qc1/2, where RR is precipitation amount over an hour (mm).

• Snow: RR1/2, (1 − RH)1/2, VV × T , where VV is surface wind speed (m/s, only < 15), T is surface
temperature (◦C, −10 < T < 0)

To predict VIS, one out of the three equations is selected based on the weather category predicted by
weather guidance (described later), and then frequency bias correction (see Subsection 4.6.2.2) is applied to
outputs from the Kalman filter method.

4.7.1.2 Cloud

TAF cloud guidance involves statistical interpretation of NWP output. First, cloud amounts in each of 38 layers
(0, 100, . . . , 1000, 1500, . . . , 5000, 6000, . . . , 10000, 12000, . . . , 30000 ft) are calculated using an NN (see
Subsection 4.6.3), and the lowest three cloud layers are then extracted as with METAR reports. The input data
(predictors) are relative humidity, the lapse rate between the surface and 925hPa, and the precipitation amount.
Frequency bias correction (see Subsection 4.6.2.2) is applied to outputs from NN.

Guidance on minimum ceiling probability is based on statistical interpretation of NWP output, predicting
the probability of the minimum ceiling during a three-hour period being below 1000ft and below 600ft. The
predictors are precipitation amount over three hours (total precipitation and snow precipitation), the lapse rate
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between the surface and 925hPa, relative humidity, the E-W component of wind speed, the S-N component of
wind speed, cloud amount, cloud ice content and cloud water content. Logistic regression (Agresti 2002) was
introduced to predict minimum ceiling probability in December 2010.

4.7.1.3 Weather

Weather guidance predicts weather conditions based on a diagnostic method for the interpretation of MSM
output into categories (fine, cloudy, rainy, snowy and precipitation intensity) (JMA 1997). To determine the
preciptation type (rain or snow), hourly temperature guidance is used instead of MSM temperature. To deter-
mine precipitation type (rain or snow), the hourly temperature guidance is used instead of MSM temperature,
which improves the accuracy of precipitation type prediction.

4.7.1.4 Wind and Temperature

Wind and temperature guidance are calculated using the same methods as guidance for short-range forecasting
(see Section 4.6).

4.7.1.5 Gust Winds

Wind gust guidance predicts the probability of wind gust during three-hour periods as well as the speed and di-
rection of the hourly maximum peak gust. Wind gust guidance uses Kalman filtering, frequency bias correction
and logistic regression to predict each variable. Predictors are gust speed calculated by the MSM, surface wind
speed, maximum wind speed in the boundary layer, vertical wind shear between the surface and the boundary
layer, SSI, and vertical p-velocity at 925hPa. TAF gust guidance was introduced in December 2012.

4.7.1.6 Thunderstorms

Probability of thunderstorm (PoT) guidance predicts the probability of thunderstorm during three-hour periods
around airport. PoT is predicted using logistic regression. Six predictors are selected from twelve potential
predictors, in which three predictors, SSI, CAPE, and precipitation amounts over the three-hour period, are
always selected. PoT guidance was introduced in May 2007.

4.7.1.7 Snow

Snowfall amounts at airports are calculated from the grid-type snowfall amount guidance shown in Table 4.6.1.
Snowfall amount guidance for TAF was introduced in October 2015.
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4.7.2 Products for Domestic Area Forecast
4.7.2.1 Gridded Values of Significant Weather

Guidance variables for domestic area forecasts for flights, including turbulence, icing, CB clouds, tropopause
height and vertical wind shear, are derived from MSM output. These values, together with common meteo-
rological variables such as temperature, wind and humidity are used to produce domestic area forecasts and
SIGMET information at JMA. This purely aviation-oriented dataset is called SIGGV (Gridded Values of Sig-
nificant weather), with the specifications listed in Table 4.7.2. The parameter VWS, which is an indicator of
clear air turbulence (CAT), is calculated as vertical wind shear between the model levels in kt/1000ft. The
parameter TBindex (Kudo 2011) is a combined index of multiple turbulence indices, and is an indicator of
various kinds of turbulence including CAT, mountain waves and cloud-related turbulence. CB cloud amount
and top height calculation are based on the parcel method. The icing parameter is an indicator of aircraft icing
derived from an empirical equation incorporating temperature and dew-point temperature. As illustrated in
Figure 4.7.1, SIGGV, which is distributed as binary data, can be visualized on terminals at aviation forecast
offices. It is also used for the production of the fax charts detailed bellow.

Table 4.7.2: SIGGV specifications

Base model MSM
Forecast time T=0-39, 1 hourly
Grid coordinate Polar Stereographic, 111 × 93
Parameters U, V, T, RH, Psea, Rain, CB cloud amount, CB top height,

Tropopause height, Icing, VWS, TBindex

MSM
Output on 96 model levels

SIGGV
Every 2,000ft for U, V, T, W, Rh, Icing,

VWS, TBindex

Significant weather chart

Cross-section chart

Visualization software on Terminals
Cross-section display

Iso-flight level display

Figure 4.7.1: Data flow of products for domestic area forecast
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4.7.2.2 Domestic Significant Weather Chart

Figure 4.7.2: Sample domestic significant weather chart

This chart shows 12- hour forecast fields of the parameters listed below in four panels: (Figure 4.7.2)

• Upper-left:

– Jet stream axes.

– Possible CAT areas.

– Possible CB areas.

• Lower-left:

– Contours of 0◦C height.

– Possible icing areas at 500, 700 and 850hPa based on the -8 D method (Godske 1957)

• Upper-right:

– Contours of sea level pressure.

– Moist areas at 700 hPa.

– Front parameters DDT = −∇n|∇nT |, where T is mean temperature below 500hPa and ∇n denotes
the horizontal gradient perpendicular to the isotherms.
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– “NP fronts” drawn along the maxima of DDT .

• Lower-right:

– Cloud indices indicating low, middle and upper cloud amounts.

4.7.2.3 Domestic Cross-section Chart

Figure 4.7.3: Sample domestic cross-section chart. Only the lower part of the fax, corresponding to the 12-
hour forecast, is shown.

This chart shows 6- and 12-hour forecast fields along the major domestic route, which illustrates tempera-
ture, equivalent potential temperature, wind barbs and isotachs, moist areas, vertical wind shear and tropopause
height (Figure 4.7.3).

4.7.3 Products for International Area Forecast
Global Grid Point Values are derived from the GSM four times a day and distributed in thinned GRIB code, a
format compatible with products from the World Area Forecast Centers (WAFC). In addition to the parameters
included in WAFC products, TBindex, Icing, VWS and Cb cloud top height are derived using the method used
for domestic SIGGV (see Subsection 4.7.2).

JMA produces 13 significant weather (SIGWX) charts and 18 wind and temperature (WINTEM) charts
based on WAFS significant weather data provided by World Area Forecast Centers (WAFCs).

183



4.8 Ensemble Prediction System Products

4.8.1 EPS Products for One-week Forecasting

To assist forecasters in issuing one-week weather forecasts, ensemble mean products are made from EPS
output.

An example of an ensemble chart showing average mean sea level pressure and precipitation is shown in
Figure 4.8.1.

Figure 4.8.1: Ensemble prediction chart showing average mean sea level pressure and precipitation from day 2
to day 7. This schematic representation is produced by averaging with all members.
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4.8.2 EPSs Products for One-month and Seasonal Forecasting
4.8.2.1 Standard Products

The following operational forecast and hindcast products from the Global and Seasonal EPSs are provided via
the WMC (World Meteorological Center) Tokyo web-page on the TCC (Tokyo Climate Center) website.

• Ensemble mean maps

• Ensemble spread maps (for operational forecasts only)

• Verification maps and scores

4.8.2.2 Gridded Datasets

The following operational forecast and hindcast gridded datasets of the Global and Seasonal EPSs are provided
to registered users via the WMC Tokyo web-page.

• Global EPS

– Daily mean ensemble statistics (for operational forecasts only)

– Daily mean forecast of individual ensemble member

• Seasonal EPS

– Monthly and 3-monthly mean ensemble statistics (for operational forecasts only)

– Monthly mean forecast of individual ensemble member

4.8.2.3 El Ninõ Outlook

Outlooks of sea surface temperature deviations in the Pacific and the Indian Ocean produced from the Seasonal
EPS are provided via the El Ninõ Monitoring and Outlook web-page on the TCC website (Figure 4.8.2).

4.8.2.4 Probabilistic Forecast Products for Seasonal Forecasts

To support NMHSs (National Meteorological and Hydrological Services) in their production of seasonal fore-
casts, probabilistic forecast products with three-categories (e.g., above-, near-, and below-normal) are produced
from the Seasonal EPS and provided via the WMC Tokyo web-page (Figure 4.8.3).

4.8.2.5 Forecast Products in Support of Early Warnings for Extreme Weather Events

To support NMHSs in their production of early warnings for extreme weather events, Extreme Forecast Index
(EFI) warning maps and meteograms for major cities are produced from the Global EPS and provided to
registered users via the WMC Tokyo web-page (Figure 4.8.4 and Figure 4.8.5). The EFI is a measure of EPS
forecast deviation from climatological probability distribution (Lalaurette 2003). JMA uses a revised version
of the EFI to add weight for the tails of probability distribution (Zsótér 2006).
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Figure 4.8.2: Five-month running mean of SST
deviation for NINO.3. Red dots indicate analy-
sis values, and yellow boxes indicate values pre-
dicted by the Seasonal EPS. Each box denotes
the range in which the value is expected to be in-
cluded with a probability of 70% or more.

Figure 4.8.3: Probabilistic forecast map of surface
air temperature for seasonal forecasting. Prob-
abilities are estimated using numerical guidance
with application of the Model Output Statistics
(MOS) technique based on hindcast results.

Figure 4.8.4: EFI warning map for temperature,
precipitation and wind. Pale symbols indicate
grids where the EFI is above 0.5, and dark sym-
bols indicate grids where the EFI is above 0.8.

Figure 4.8.5: Meteogram of the Global EPS for
temperature. The upper graph is an EFI timeseries
representation, and the lower one is a timeseries
representation of forecast ranges with cold color
box-and-whisker plots and climatological values
with warm shading.

186



4.9 Atmospheric Angular Momentum Functions
Atmospheric Angular Momentum (AAM) functions were proposed to support evaluation of the earth’s rota-
tional variations based on precise estimation of variations in atmospheric angular momentum. For monitoring
of atmospheric effects associated with the earth’s rotation, JMA sends AAM products to NCEP (a sub-bureau
of the International Earth Rotation Service (IERS)) via GTS. The AAM functions are expressed as follows
(Barnes et al. 1983):

χ1 = − 1.00
[
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(C − A)g

] ∫
PS sin ϕ cos ϕ cos λ dS

− 1.43
[

r
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]"
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χ3 = − 0.70
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u cos ϕ dPdS . (4.9.3)

In Eq. (4.9.1) to Eq. (4.9.3), P is pressure,
∫

dS is the surface integral over the globe, (ϕ, λ) are latitude
and longitude, u and v are the eastward and northward components of wind velocity, PS is surface pressure, g
is the mean acceleration of gravity, r is the mean radius of the earth, C is the polar moment of inertia of the
solid earth, A is the equatorial moment of inertia, and Ω is the mean angular velocity of the earth.

The functions χ1 and χ2 represent equatorial components, and the function χ3 is the axial component. All
components are non-dimensional. The first term of each one is a pressure term related to the redistribution of
air masses. The second is a wind term related to the relative angular momentum of the atmosphere.

Variations in AAM functions calculated from JMA global analysis data have been reported to correspond
closely to variations in the earth’s rotation. Figure 4.9.1 shows seasonal variations in observed earth rotation
and atmospheric relative angular momentum (the wind term of χ3) calculated by the National Astronomical
Observatory of Japan (Naito and Kikuchi 1992).

Figure 4.9.1: Seasonal variations in observed earth rotation (solid line) and calculated atmospheric angular
momentum (broken line). Both sets of data are 150 days’ high-pass filtered.

AAM functions calculated from JMA global analysis data at 00, 06, 12 and 18UTC have been provided
operationally since early 1993. AAM functions calculated from JMA global 8-day forecast data at 12UTC are
now also provided.

AAM functions calculated for a test period between 21 June and 30 September 1992 are shown in Figure
4.9.2, where days 1 - 102 correspond to this period. Each term of the AAM functions is multiplied by 107.
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The broken lines show 6-hourly values of the functions (i.e., the difference from the period mean values), and
the solid lines show band-pass filtered values for periods of 5-10 days. Oscillation with a 5-10 day period
is notable in each term of each component, implying a corresponding oscillation with a similar period in the
global-scale atmosphere.

Figure 4.9.2: Pressure terms (top) and wind terms (bottom) of AAM functions. The left panels are the χ1
component, the center ones are χ2 and the right ones are χ3. Days 1 - 102 correspond to 21 June - 30 September
1992. The broken lines show 6-hourly values of the functions, and the solid lines show band-pass filtered values
for periods of 5-10 days. Each value is multiplied by 107.
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Chapter 5

Ocean Models

5.1 Summary

(i) JMA operates two high-resolution MGDSST and HIMSST analysis based on satellite remote sensing
data and in-situ observation data to provide real-time information on sea surface temperature. The for-
mer covers the global area with a horizontal resolution of 0.25◦, and the latter covers the western North
Pacific with a higher resolution of 0.1◦. The Agency also conducts analysis based only on in-situ obser-
vation data (COBE-SST and COBE-SST2) for consistent monitoring of long-term ocean variations in
phenomena such as El Niño events and global warming. COBE-SST2 has been operated as an update to
COBE-SST since May 2021.

(ii) JMA has operated cascading ocean data assimilation systems since 2008 based on a unified ocean data as-
similation framework known as the Multivariate Ocean Variational Estimation/Meteorological Research
Institute Community Ocean Model (MOVE/MRI.COM) developed by the Agency’s Meteorological Re-
search Institute (MRI). Three such systems (MOVE-G2, MOVE-G3 and MOVE-JPN) are currently in
operation. MOVE-G2 and MOVE-G3 analyze the global ocean to monitor El Niño and initialize the
oceanic part of the coupled seasonal prediction system. MOVE-JPN is used for the analysis and predic-
tion of oceanographic sub-mesoscale events and sea ice conditions over coastal areas around Japan.

(iii) JMA operates the Global Wave Model (GWM), the Coastal Wave Model (CWM) and the Wave Ensemble
System (WENS) as ocean wave models. All three are based on the MRI-III, the third generation wave
model developed by MRI. The WENS was developed to provide probabilistic information on ocean
waves in medium-range forecasts. The Shallow-water Wave Model (SWM) is also operated in trial mode
to predict ocean waves in bays and near-shore areas around Japan with a higher horizontal resolution of
one arc minute.

(iv) JMA operates two storm surge models. One covers the Japan region and predicts storm surges generated
by tropical and extra-tropical cyclones for the Japanese coast. The other is for the Asian region and is
developed within the framework of the WMO Storm Surge Watch Scheme. Horizontal storm surge maps
and time-series charts for selected points are issued to Typhoon Committee Members.

(v) JMA’s oil spill prediction model was introduced in 1999. Operation is triggered when a large-scale oil
spill occurs offshore. The effects of transport by sea surface winds, ocean waves and sea surface currents,
turbulent diffusion, evaporation, and emulsification are considered.
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5.2 Sea Surface Temperature Analysis

5.2.1 Merged Satellite and In-situ Data Global Daily Sea Surface Temperature (MGDSST)

Daily sea surface temperatures (SSTs) in the global ocean on a grid of 0.25× 0.25◦ are objectively analyzed to
support ocean information services (Kurihara et al. 2006). The data are also used as boundary conditions for
atmospheric short- and medium-range prediction models (see Section 3.2 and Section 3.3 ) and as observational
data in the ocean data assimilation system (see Section 5.3). SST data obtained from satellite infrared sensors
(Suomi-NPP/VIIRS, NOAA-19/AVHRR) and microwave sensors (GCOM-W/AMSR2) are used together with
in-situ SST observations. Many in-situ data are obtained through the Global Telecommunication System, but
domestic organizations also provide large amounts of data by e-mail.

Satellite-derived SST anomalies (SSTA) from daily SST climatologies are decomposed into long- and
short-time scales with a cutoff period of 53 days and large/middle/small scales with cutoff wavelengths of
580 and 143km. The middle scale is intended to represent SST signals caused by mesoscale (eddy-scale)
phenomena, and the small scale is intended to represent sub-mesoscale signals. Signals varying with a period
shorter than 27 days are cut off due to the significant data noise they contain. Long-time scale signals represent
intra-seasonal variations, and short-time scale signals represent variations influenced by atmospheric conditions
such as tropical cyclones.

The large scale and long-time scale components of SSTAs from satellites are calibrated with in-situ SSTAs
using Poisson’s equation (Reynolds 1987). Space-time optimum interpolation (OI) is applied to each compo-
nent, and a zero value is adopted as the first guess. Space-time correlation coefficients and RMS values of the
first guess error and satellite observation errors are statistically estimated a priori from satellite data using the
method of Kuragano and Kamachi (2000). The daily SST is the sum of components of interpolated SSTAs and
daily climatologies (Figure 5.2.1).
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Figure 5.2.1: Sample SST analysis
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5.2.2 HIgh-resolution Merged satellite and In-situ data Sea Surface Temperature (HIMSST)

SST analysis with high resolution is expected to provide optimal information variables such as boundary con-
ditions for NWP models. Regional daily high-resolution (0.1 × 0.1◦) SST analysis for the western North
Pacific (HIMSST) began in November 2016. In this work, the HIMSST analysis framework is based on that
of MGDSST, in which satellite-derived SSTs are decomposed into several spatio-temporal components and
analyzed via optimum interpolation (OI).

In addition to the satellite data used in MGDSST, JMA Himawari-8 L3 SSTs produced with a 0.02 × 0.02◦

horizontal grid resolution and 10-minute intervals are incorporated into HIMSST analysis. JMA Himawari-
8 L3 SSTs are calculated using a quasi-physical algorithm (Kurihara et al. 2016) and masked using JMA’s
Himawari-8 cloud mask product (Imai and Yoshida 2016). More frequent geostationary meteorological satellite
observation supports shorter time-scale components with cut-off periods from 10 days to 27 days in HIMSST
analysis.

Suomi-NPP/VIIRS SSTs and Himawari SSTs are converted into daily SST anomalies on a 0.1 × 0.1◦ grid
and decomposed into small scale with cut-off wavelengths from 22 to 147 km, which are shorter than those
of MGDSST. Figure 5.2.2 shows daily HIMSSTs (left) and MGDSSTs (right) in the seas around Hokkaido,
Japan. The HIMSSTs show sharper SST gradients due to the higher grid resolution and application of the
shorter wavelength components of satellite-derived SSTs including Himawari-8.

HIMSSTs support JMA’s ocean information services for the western North Pacific, and have also been used
since March 2019 to provide boundary conditions for short-range NWP models such as the Meso-Scale Model
(MSM) and the Local Forecast Model (LFM) (Section 3.5, Section 3.7). The analysis data are available from
the NEAR-GOOS Regional Real Time Database (https://www.data.jma.go.jp/goos/data/database.html).

Figure 5.2.2: Comparison of HIMSST (left) and MGDSST (right) in the seas around Hokkaido.

5.2.3 Daily Sea Surface Analysis for Climate Monitoring

For sea surface temperature (SST) analysis in climate monitoring, JMA produces historical SST datasets by
conducting the analysis systems known as Centennial In Situ Observation-Based Estimates of the Variability
of SST and Marine Meteorological Variables (COBE; Ishii et al. 2005) and COBE2 (Hirahara et al. 2014).

COBE-SST (the SST component of COBE) has a resolution of 1◦ latitude and 1◦ longitude. The east-west
grid points start at 0.5◦E and end at 0.5◦W, while the north-south grid points start at 89.5◦S and end at 89.5◦N.
Analysis is based on optimum interpolation, and deviation of the previous day’s analysis from the 1950−2000
normal is multiplied by 0.95 for use as a first guess. Analysis is performed on a daily basis with data for
seven days centered on the day of interest. Observations are aggregated daily for each call sign and averaged
in a 1.5◦ × 1.5◦ grid box to form super-observations, which are later used in for optimal interpolation. This
procedure reduces correlation between observations and minimizes processing time.

191



Bias correction for past SST observation reports is based on Folland and Parker (1995). Observation data
quality control is performed by checking ship tracks, dates and positions of reports, and erroneous information
is automatically corrected in the compilation of marine meteorological data at JMA. Based on observation
data deviations from 1950−2000 normals for three months including the day of interest, the biases of data
with identical ship call signs are estimated, and call signs associated with large data biases are automatically
blacklisted through daily analysis. Daily (final) analysis is performed with a delay of 31 days from real time to
include delayed observations. Daily analysis for the 30-day period following the final analysis is also performed
for real-time utilization.

Information on sea ice concentration is used in estimation of SSTs for polar oceans.
The daily updated operational SST data are utilized as described below with historical values.

1. Monitoring of equatorial Pacific SSTs and El Niño/ La Niña evolution.

2. Input for the operational Ocean Data Assimilation System (MOVE/MRI.COM-G2; Toyoda et al. 2013)
and historical oceanic analysis (Section 5.3).

3. Input for the Japanese 55-year Reanalysis (JRA-55; Kobayashi et al. 2015; Section 2.10).

Monthly averaged SST data are provided on the Tokyo Climate Center website1. The characteristics of the
data are described in Japan Meteorological Agency (2006), which is available on the Tokyo Climate Center
website2.

Since May 2021, COBE2 (update to COBE) has been operated and its SST component (called COBE-
SST2) is utilized in century-scale monitoring of global warming and in the historical Ocean Data Assimilation
System (MOVE/MRI.COM-G3; Fujii et al. 2023; Section 5.3). The main improvements from the previous
version are as follows:

1. The historical database of in situ observations has been updated from ICOADS 2.0 (Woodruff et al.
1998) to 2.5 (Woodruff et al. 2011).

2. A new bias correction method enables estimation of the biases of individual SST measurement types such
as insulated/uninsulated buckets and engine room intake. The bias of observations with no measurement
type information is defined as a mixture of those of specified measurement types.

3. An updated method of estimating SSTs in ice-covered regions enables clearer statistical relations be-
tween sea-ice concentration and SSTs for consideration of freezing points in sea water as a function of
climatological sea surface salinity.

4. A new SST analysis method includes construction of a daily SST field as a sum of the trend, interannual
variations, and daily changes.

Monthly averaged SST data from COBE-SST2 are available from the NEAR-GOOS Regional Real Time
Database3.

5.3 Ocean Data Assimilation and Prediction Systems
JMA has operated multiple ocean data assimilation systems since 2008 based on the unified Multivariate Ocean
Variational Estimation/Meteorological Research Institute Community Ocean Model (MOVE/MRI.COM) frame-
work developed by its Meteorological Research Institute (MRI). Currently, three such systems (MOVE-G2,
MOVE-G3, and MOVE-JPN) are in operation. MOVE-G2 and MOVE-G3 are used to analyze the global ocean
for El Niño monitoring and initialization of the oceanic part of the coupled seasonal prediction system (CPS3,
Section 3.4). MOVE-JPN is used for analysis and prediction of oceanographic sub-mesoscale events and sea
ice conditions over coastal areas around Japan. The MOVE/MRI.COM framework and the three operational
systems are outlined below.

1https://www.data.jma.go.jp/tcc/tcc/products/elnino/cobesst/cobe-sst.html
2https://www.data.jma.go.jp/tcc/tcc/products/elnino/cobesst_doc.html
3https://www.data.jma.go.jp/goos/data/database.html
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5.3.1 Ocean General Circulation Model and Objective Analysis Scheme: Common
Framework

MOVE/MRI.COM consists of an ocean general circulation model (MRI.COM) and an objective analysis
scheme (MOVE). Although MRI.COM and MOVE are continuously developed with a variety of features,
this subsection outlines only features adopted in the operational systems. With the increasing number of op-
tions available in both components, operational configurations depends on resolution and system objectives
(Table 5.3.1).

MRI.COM (Tsujino et al. 2010, 2017) is a general-purpose ocean model with an Arakawa B-grid arrange-
ment by which primitive equations are solved under hydrostatic and Boussinesq approximations. The σ-z
vertical coordinate system (Hasumi 2006) and, more recently, the z∗ vertical coordinate system (Adcroft and
Campin 2004) are used. Both vertical coordinate systems allow free surface elevation, with the latter allowing
shallower bottom topography. For nonlinear momentum advection, a generalized enstrophy-preserving scheme
(Arakawa 1972) and a scheme involving the concept of diagonally upward/downward mass momentum fluxes
along a sloping bottom are applied. A tracer advection scheme based on conservation of second-order moments
(Prather 1986) is adopted in most systems while the more lightweight QUICK (Leonard 1979) is adopted in
some analysis models. The bottom boundary layer (Nakano and Suginohara 2002) adopted in the coarse global
models helps to reproduce the downslope advection of dense water. Vertical viscosity and diffusivity are de-
termined using the turbulent closure scheme of Noh and Kim (1999) and the Generic Length Scale scheme of
Umlauf and Burchard (2003). A variety of options also exist in lateral mixing and viscosity parameterization.
For coarse models that do not resolve eddies, isopycnal mixing (Redi 1982) and eddy-induced transport param-
eterized by Gent and McWilliams (1990) are used for tracers, and harmonic viscosity with the parameterization
of Smagorinsky (1963) is used for momentum. For eddy-permitting and finer models, a biharmonic operator
is used for horizontal turbulent mixing, and biharmonic friction with Smagorinsky-like viscosity (Griffies and
Hallberg 2000) is used for momentum. A sea ice model with the thermodynamics of Mellor and Kantha (1989),
thickness categories, and ridging/rheology following the Los Alamos sea ice model (CICE, Hunke and Lip-
scomb 2006) is enabled in all operational systems. Surface forcing to drive the model is based on the Japanese
55-year Reanalysis (JRA-55, Kobayashi et al. 2015, Section 2.11), the Japanese Reanalysis for Three Quarters
of a Century (JRA-3Q, Kobayashi et al. 2021), the Global Spectral Model (GSM, Ujiie et al. 2021, Sections 2.5
and 3.2), and the Global Ensemble Prediction System (GEPS, Yamaguchi et al. 2022, Section 3.3), depending
on lead times and other considerations. River runoff climatology is commonly added to freshwater flux, and
tidal forcing is enabled in coastal monitoring models.

Variational analysis with vertically coupled Temperature-Salinity (T-S) Empirical Orthogonal Function
(EOF) modal decomposition (MOVE, Fujii and Kamachi 2003b) is the basis for all assimilation systems.
The model domain is divided into several subregions for which vertical T-S EOF modes are calculated in
advance from observed T-S profiles. The amplitudes of T-S EOF modes, which are proportional to T-S incre-
ments, serve as control variables. The vertical correlation of background error is naturally expressed in EOF
modes, whereas horizontal correlations are expressed with different lengths prescribed for individual subre-
gions and may be anisotropic. With the tangent linear and adjoint models of MRI.COM, MOVE now has a
four-dimensional variational (4DVAR) analysis capability (Usui et al. 2015) in addition to the more traditional
three-dimensional variational analysis with first guess at appropriate time (3DVAR-FGAT, Lorenc and Rawlins
2005). Control variables are optimized via a quasi-Newtonian approach (Fujii and Kamachi 2003a; Fujii 2005),
and the analysis results are used for the model temperature and salinity fields via incremental analysis updates
(IAU, Bloom et al. 1996). IAU is also used to adjust forecast-model T-S fields to those of the analysis model
(which may differ in horizontal resolution or tidal forcing) in a process known as dynamical downscaling.

MOVE/MRI.COM assimilates satellite altimeter data and in-situ observations of temperature and salinity
reported from ships, profiling floats, and moored/drifting buoys via GTS and other communication systems.
The satellite altimeter data are the level-3 product from the Copernicus Marine Environment Monitoring Ser-
vice (CMEMS)4. Data from objective sea surface temperature analysis (COBE-SST (Ishii et al. 2005, Sub-
section 5.2.3) and MGDSST (Kurihara et al. 2006, Subsection 5.2.1), both performed independently from
MOVE/MRI.COM) are also assimilated. MOVE can additionally assimilate sea ice concentration data with

4Product identifier: SEALEVEL GLO PHY L3 NRT OBSERVATIONS 008 044 (https://doi.org/10.48670/moi-00147)
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Table 5.3.1: MRI.COM and MOVE options adopted in operational ocean data assimilation systems.

MOVE-G2

GLB NPR GLB NP JPN
MRI.COM major version 3 4 4 4 4 4 4 4

σ-z Y
z* Y Y Y Y Y Y Y
Bottom boundary layer Y Y Y Y

QUICK Y Y Y
Second-order moment Y Y Y Y Y

Noh and Kim Y
Generic length scale Y Y Y Y Y Y Y

Isopycnal diffusion Y Y Y Y
Gent and McWilliams Y Y Y Y
Harmonic viscosity Y Y Y Y
Biharmonic diff./visc. Y Y Y Y

JRA-55 Y
JRA-3Q Y Y Y Y
Global Analysis (GA) Y Y
GSM Y Y Y Y Y
GEPS Y Y
Tides Y Y Y

3DVAR-FGAT Y Y
4DVAR Y Y
IAU initialization (to analysis) Y Y Y Y
Max. analysis depth in m 1,750 2,000 2,000 2,000 2,000 2,000 2,000 2,000

COBE-SST Y
MGDSST Y Y Y

3DVAR Y Y
Nudging Y Y Y
Use of SSM/I obj. anl. Y Y Y Y
Use of manual analysis Y

MOVE-JPN

Analysis

MOVE-G3Operational system

Subsystem/Model - G3A G3F
Prediction

Forcing

Temperature and salinity analysis

Assimilated SST product

Sea ice concentration analysis

Vertical coordinates

Horizontal tracer advection

Vertical diffusion/viscosity parameterization

Lateral diffusion/viscosity parameterization
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3DVAR (Toyoda et al. 2011, 2016) and nudging. Daily objective analysis of sea ice concentration from space-
based SSM/I sensors (Matsumoto et al. 2006) and sea ice concentration subjectively estimated on the basis of
data from satellites, aircraft, ships and coastal observations are also assimilated.

5.3.2 Ocean Data Assimilation System for Global Oceans (MOVE-G2)
A horizontal resolution of 0.5◦ latitude and 1.0◦ longitude is adopted except for the 15◦S – 15◦N band, where
latitudinal grid spacing is at a minimum of 0.3◦ between 6◦S and 6◦N (Figure 5.3.1). The model has 52 vertical
levels and a bottom boundary layer (Nakano and Suginohara 2002), with 23 levels above 200 m, along with
realistic bottom topography and a maximum depth of 6,300 m. The computational domain is the global ocean,
including the Arctic Ocean with use of tri-polar horizontal coordinates (Figure 5.3.1). A bias correction scheme
(Fujii et al. 2012), a first guess at appropriate time (FGAT) scheme (Lorenc and Rawlins 2005), and a global
water mass correction scheme (Kuragano et al. 2014) are incorporated into MOVE-G2.

The latest assimilation results are obtained once every five days with a targeted term of three to seven
days before assimilation. Assimilation data for the same term are updated every five days using additional
delayed-mode observation data until the term reaches 39 – 43 days before the latest assimilation.

MOVE-G2 output is used in various forms for JMA El Niño monitoring, and products for the equatorial
Pacific region are published in Monthly Highlights on the Climate System and the El Niño Outlook. Figure
5.3.2 shows one such chart from MOVE-G2 indicating depth-longitude sections of temperature and related
anomalies. Report charts are also provided on the Tokyo Climate Center Web page5.

Figure 5.3.1: MOVE-G2 horizontal coordinates with boundaries shown for every 10 grids

5.3.3 Ocean Data Assimilation System for Global Oceans (MOVE-G3)
Operation of the newer MOVE-G3 global ocean data assimilation system began in February 2022 (Table 5.3.2,
Fujii et al. 2023) with incorporation of lower-resolution 4DVAR analysis (G3A) and initialization of oceanic
parts for coupled forecasts (G3F, Figure 5.3.3). The main analysis scheme has been upgraded to 4DVAR, in
contrast to the 3DVAR-FGAT adopted in MOVE-G2. The G3A model is similar to that of MOVE-G2 except
with 60 vertical levels rather than 52. The G3F forecast model covers global oceans using a higher resolution
of 0.25 degrees, initialized by downscaling G3A temperature and salinity fields with IAU (Figure 5.3.4).

Sea ice concentration is also assimilated in MOVE-G3 (Toyoda et al. 2011, 2016). The 3DVAR scheme
first combines observation data from daily objective analysis of sea ice concentration (Matsumoto et al. 2006)
with information on background sea ice concentration from the model forecast. The analysis concentration

5https://ds.data.jma.go.jp/tcc/tcc/index.html
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Figure 5.3.2: Depth-longitude cross sections of monthly mean temperature (top) and temperature anomalies
(bottom) along the equator in the Indian and Pacific Ocean area for November 2015 based on MOVE-G2 in
units of ◦C. The base period for the normal is 1981 – 2010.

Table 5.3.2: MOVE-G3 specifications

Horizontal grid spacing G3A: 1◦ longitude × 0.3 − 0.5◦ latitude
G3F: 0.25◦

Vertical levels 60 (G3A with bottom boundary layer)
Number of grids G3A: 364 × 366 × 61 = 8, 126, 664

G3F: 1, 444 × 676 × 60 = 58, 568, 640
Sea surface forcing Radiative heat flux, precipitation, surface wind, pressure, temperature, humidity

Delayed analysis: from JRA-3Q
Early analysis: from Global Analysis

River runoff Climatology from JRA55-do (Tsujino et al. 2018)
Assimilation G3A: 4DVAR with 10-day windows (observations for the last 5 days assimilated by giving

T-S increments for the first 5 days)
Sea ice assimilation 3DVAR
Observational data In-situ temperature and salinity above -2,000 m

Sea level anomaly (Jason-3, Cryosat-2, Saral, Sentinel-3A, Sentinel-3B)
Sea surface temperature (MGDSST) and sea ice concentration (SSM/I, Matsumoto et al. 2006)
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CPS3 forecast

Delayed analysis Initial time
（00 UTC）

5 days

G3A
4DVAR analysis

G3F
dynamical downscaling

Delayed analysis

Early analysis

Early analysis

Delayed analysis

Delayed analysis

Figure 5.3.3: The MOVE-G3 system, with the abscissa representing the time of validity. Within a ten-day
analysis window of the G3A subsystem, observations for the last five days are assimilated by giving T-S
increments for the first five days, and restart files are created at the end of the fifth day. The G3F subsystem
adjusts its five-day mean temperature and salinity fields to those of G3A using IAU (represented by downward
grey triangles and arrows). Operationally, five mutually independent temporally staggered analysis streams are
employed for daily initialization of the CPS3 coupled model (not shown).

G3A G3F

Figure 5.3.4: Tripolar coordinate adopted for the two MOVE-G3 models. Boundaries are shown for every 10
grids.
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increment is then applied to gradually adjust model sea ice with IAU. No information on sea ice is passed from
G3A to G3F, and concentration is assimilated independently in both.

Data production is enhanced to provide prompt and frequent initial conditions for the coupled model.
Although MOVE-G3 has a five-day data window, five staggered analysis streams are applied so that initial
conditions can be determined every day (valid at 00 UTC). The operational system features early analysis
on the same day for initial conditions and delayed cycle analysis with a four-day delay for more uniform
analysis. The early part involves the use of atmospheric Global Early Analysis with the GSM for surface
forcing, whereas the delayed part involves the more uniform JRA-3Q. The 4DVAR system also generates
ensemble perturbations approximating analysis error covariances using minimization histories (Niwa and Fujii
2020). With this capability, early analysis provides daily five-member initial ensembles for the coupled model.

Although initialization of the coupled model is now based on MOVE-G3, El Niño monitoring is still de-
pendent on MOVE-G2. This will be switched to MOVE-G3 in the near future.

5.3.4 Ocean Data Assimilation and Prediction System for the Seas Around Japan
(MOVE-JPN)

MOVE-JPN consists of an analysis system that assimilates ocean observation data and simulates the latest
ocean state, and a prediction system that initializes higher-resolution models based on analysis and forecasts
ocean conditions.

The analysis system (Hirose et al. 2019, Table 5.3.3) consists of a global model (GLB) and a North Pacific
model (NPR6), both with 60 levels, 31 of which are above 400 m. The GLB has a bottom boundary layer
(Nakano and Suginohara 2002) and horizontal coordinates identical to those of G3A. The NPR model domain
spans the area from 99◦E to 75◦W zonally and 15◦S to 63◦N meridionally. NPR horizontal resolution is
variable, with values of 1/11◦ from 114◦E to 163◦E and 1/10◦ from 17◦N to 56◦N (≈ 10 km around Japan)
and coarser elsewhere. The NPR model (one-way nested within the GLB assimilating global data based on
3DVAR) assimilates observation data based on 4DVAR (Usui et al. 2015).

The MOVE-JPN prediction system consists of the GLB, another North Pacific model (NP) and the JPN
model (Sakamoto et al. 2019, Table 5.3.4). The NP model domain is identical to that of NPR, but its horizontal
resolution is zonally 1/11◦ and meridionally 1/10◦ over the entire domain (Figure 5.3.5). The JPN model
domain spans the area 117−160◦E and 20−52◦N with grid spacing of around 2 km (zonally 1/33◦, meridionally
1/50◦). The JPN model is one-way nested to the two-way nested set of the GLB and NP models, all of which
explicitly represent tidal motion. NP and JPN are initialized using the IAU scheme with temporal and spatial
filtering on temperature and salinity fields from NPR 4DVAR analysis. Using surface boundary conditions
output by the GSM, the JPN model forecasts ocean states around Japan with a lead time of 11 days. The
two-way nested GLB and NP models continue to forecast ocean states for a month ahead based on GEPS and
JRA-55 climatology forcing.

6The NPR model used for 4DVAR analysis is a reduced-resolution version of the NP model detailed later.
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Table 5.3.3: MOVE-JPN analysis system specifications

Model domain GLB: global
NPR: 15◦S − 63◦N between 99◦E and 75◦W

Nesting GLB/NPR 1-way off line
Horizontal grid spacing GLB: 1◦ longitude × 0.3 − 0.5◦ latitude

NPR: 1/11◦ longitude × 1/10◦ latitude for seas around Japan, coarser elsewhere
Vertical levels 60 (GLB with bottom boundary layer)
Number of grids GLB: 364 × 366 × 61 = 8, 126, 664

NPR: 1, 334 × 578 × 60 = 46, 263, 120
Sea surface forcing Radiative heat flux, precipitation, surface wind, pressure, temperature, humidity

Delayed analysis: from JRA-3Q
Early analysis: from GSM (Section 3.2)

River runoff Climatology from JRA55-do (Tsujino et al. 2018)
Assimilation GLB: 3DVAR with 5-day windows

NPR: 4DVAR with 10-day windows (observations for the last 7 days assimilated by giving
T-S increments for the first 3 days)

Sea ice assimilation NPR: nudging
Observational data In-situ temperature and salinity above -2,000 m

Sea level anomaly (Jason-3, Cryosat-2, Saral)
Sea surface temperature (MGDSST) and sea ice concentration (SSM/I, Matsumoto et al. 2006)

Table 5.3.4: MOVE-JPN prediction system specifications

Model domain GLB: global
NP: 15◦S − 63◦N, 99◦E − 75◦W
JPN: 20◦ − 52◦N, 117◦ − 160◦E

Nesting GLB and NP: 2-way on line
JPN: 1-way off line to NP

Horizontal grid spacing GLB: 1◦ longitude × 0.3 − 0.5◦ latitude
NP: 1/11◦ longitude × 1/10◦ latitude
JPN: 1/33◦ longitude × 1/50◦ latitude

Vertical levels 60 (GLB with bottom boundary layer)
Number of grids GLB: 364 × 366 × 61 = 8, 126, 664

NP: 2, 049 × 784 × 60 = 96, 384, 960
JPN: 1, 423 × 1, 604 × 60 = 136, 949, 520

Tidal forcing 8 main tidal constituents
Sea surface forcing Radiative heat flux, precipitation, surface wind, pressure, temperature, humidity

Up to 11th day: GSM
From 12th day: GEPS and JRA-55 climatology

River runoff Climatology from JRA55-do (Tsujino et al. 2018)
Initialization IAU for 3 days using GLB-3DVAR and NPR-4DVAR results
Sea ice initialization NP: nudging to SSM/I

JPN: nudging to JMA manual sea ice analysis
Prediction period GLB and NP: 31 days

JPN: 11 days
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Figure 5.3.5: Bottom topography of the NP model (top) and the JPN model (bottom) in m. The figures show
the domain of each model.
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Table 5.4.1: Specifications of the Global Wave Model, the Coastal Wave Model and the Wave Ensemble
System.

Model name Global Wave Model Coastal Wave Model Wave Ensemble System
Type of wave model spectral model (third-generation wave model, MRI-III)
Area global coastal sea of Japan global

75◦N − 75◦S 50◦N − 20◦N 75◦N − 75◦S
180◦W − 0◦ − 180◦E 120◦E − 150◦E 180◦W − 0◦ − 180◦E

Grid size 0.5◦ × 0.5◦ (720 × 301) 0.05◦ × 0.05◦ (601 × 601) 0.5◦ × 0.5◦ (720 × 301)
Time step
(advection term) 10 minutes 1 minute 10 minutes
(source term) 30 minutes 3 minutes 30 minutes
Forecast range
(from 06UTC, 18UTC) 132 hours 132 hours
(from 00UTC) 132 hours 132 hours 264 hours
(from 12UTC) 264 hours 132 hours 264 hours
Spectral component 900 components

25 frequencies from 0.0375 to 0.3 Hz (logarithmically partitioned)
36 directions

Initial condition Analysis by Optimal Interpolation
Boundary condition Global Wave Model
Wind field Global Spectral Model (GSM) Global Ensemble Prediction System

(GEPS)
Fujita’s empirical formula and a corresponding gradient wind

for a typhoon
Shallow-water effects Refraction and bottom friction

5.4 Ocean Wave Models

5.4.1 Introduction

The Japan Meteorological Agency (JMA) operates the Global Wave Model (GWM), the Coastal Wave Model
(CWM), and the Wave Ensemble System (WENS). The Shallow-water Wave Model (SWM) is also operated
in selected regions.

The GWM, the CWM and the WENS are based on the MRI-III, which was originally developed by the
Meteorological Research Institute of JMA (Ueno 2004). The current versions of the GWM and the CWM,
which include shallow water effects, have been used for short-range forecasts since May 2017. The WENS,
which is a prediction system with probability information and is used for middle-range forecasts, has been in
operation since June 2016. The specifications of the three models are given in Table 5.4.1, and their domains
are shown in Figure 5.4.1.

The SWM is based on the WAM (The WAMDI Group 1988), but has been modified by the National Insti-
tute for Land and Infrastructure Management of the Ministry of Land, Infrastructure, Transport, and Tourism
(MLIT) and was put into quasi-operation under a cooperative framework with Water and Disaster Management
Bureau of MLIT. It has high resolution of 1 minute (see Table 5.4.2 for specifications), and is applied only to
limited areas. The addition of a final 11 areas since 2013, has resulted in today’s operation over 22 areas. SWM
products are used exclusively within JMA and Regional Development Bureaus of MLIT.

5.4.2 Ocean Wave Model Structure

The ocean wave models forecast the wave energy density (spectrum) of each frequency and direction (i.e., the
two-dimensional (directional) wave spectrum). The basic equation is the energy balance expression:

∂F
∂t
+ ∇ · (CgF) +

∂

∂θ
(ΩF) = S net = S in + S nl + S ds + S btm (5.4.1)
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Figure 5.4.1: Calculation areas for the Global
Wave Model and the Wave Ensemble System
(outer thick lines), and the Coastal Wave Model
(inner thick lines).
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Figure 5.4.2: Calculation areas for the Shallow-water
Wave Model.

Table 5.4.2: Specifications of the Shallow-water Wave Model.

Type of wave model spectral model (third-generation wave model, WAM)
Areas Domain name Grid size Integration domain Domain name Grid size Integration domain

Tokyo Bay 37 × 43 35.75◦N − 35.05◦N Off Shimane 67 × 31 35.75◦N − 35.25◦N
139.55◦E − 140.15◦E 132.55◦E − 133.65◦E

Ise Bay 61 × 43 35.05◦N − 34.35◦N Ishikari Bay 49 × 43 43.80◦N − 43.10◦N
136.45◦E − 137.45◦E 140.70◦E − 141.50◦E

Harima-Nada 79 × 49 34.85◦N − 34.05◦N Off Ishikawa 49 × 67 37.30◦N − 36.20◦N
Osaka Bay 134.15◦E − 135.45◦E 136.00◦E − 136.80◦E
Ariake Sea 43 × 49 33.25◦N − 32.45◦N Off Nemuro 85 × 49 44.00◦N − 43.20◦N
Shiranui Sea 130.05◦E − 130.75◦E 145.00◦E − 146.40◦E
Off Niigata 55 × 37 38.40◦N − 37.80◦N OffMiyazaki 31 × 73 32.70◦N − 31.50◦N

138.35◦E − 139.25◦E 131.30◦E − 131.80◦E
Sendai Bay 37 × 43 38.45◦N − 37.75◦N Tsugaru Strait 61 × 67 41.85◦N − 40.75◦N

140.90◦E − 141.50◦E 140.35◦E − 141.35◦E
Off Tomakomai 121 × 43 42.70◦N − 42.00◦N Off Ibaraki 49 × 103 36.70◦N − 35.00◦N

141.00◦E − 143.00◦E Off Boso 140.20◦E − 141.00◦E
Suo-Nada 109 × 67 34.40◦N − 33.30◦N Genkai-Nada 83 × 43 34.10◦N − 33.40◦N
Iyo-Nada 131.00◦E − 132.80◦E 129.55◦E − 130.95◦E
Aki-Nada
Hiuchi-Nada 103 × 73 34.80◦N − 33.60◦N

132.60◦E − 134.30◦E
Grid resolution 1′ × 1′

Time step
(advection term) 1 minute
(source term) 1 minute
Forecast range 39 hours
Spectral component 1260 components

35 frequencies from 0.0418 to 1.1 Hz (logarithmically partitioned)
36 directions

Initial condition Coastal Wave Model
Boundary condition Coastal Wave Model
Wind field Meso-Scale Model (MSM)

Fujita’s empirical formula and a corresponding gradient wind
for a typhoon
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where

Ω =
Cg

Cp

(
−
∂Cp

∂x
cos θ +

∂Cp

∂y
sin θ

)
,

which represents refraction in shallow water. F( f , θ, x, t) is a two-dimensional spectrum, where f is the
frequency and θ is the wave direction, Cg( f , θ, x) is the group velocity, and Cp( f , x) is the phase speed. The
group velocity is simply Cg( f ) for deep-water waves but depends on water depth for shallow-water waves. S net

is a net source function consisting of S in, S nl, S ds, and S btm, which are briefly outlined below. Only the model
numerics of the MRI-III are described here, as those of the WAM are already extensively referenced elsewhere
(e.g. Janssen 2004).

1. S in: energy input from wind. This value generally takes the form S in = A + BF, where A is linear wave
growth and BF is exponential growth. In the MRI-III, the formula of Cavaleri and Rizzoli (1981) is used
for linear growth

A = 1.5 × 10−3
(
u4
∗/2πg2

)
exp[−( fPM/ f )4] (max(0, cos(θ − θW )))4 (5.4.2)

where u∗ is the friction velocity of wind, θW is the wind direction, and g is the gravitational acceleration.
In general, the linear term has little influence on wave growth except in the very early stages. Meanwhile,
the exponential term BF has a key role in wave growth. In the MRI-III, The B is expressed as

B( f , u∗, θW − θ) = cin

(
u∗

Cpd

)2

f cos3(θW − θ)/| cos(θW − θ)|. (5.4.3)

where Cpd is the phase speed of deep water waves, i.e., Cpd =
g
ω
=

g
2π f

.

This expression is based on Mitsuyasu and Honda (1982) and Plant (1982).

2. S nl: nonlinear energy transfer associated with resonant interaction. Since rigorous calculation is highly
time-consuming, a practical scheme known as discrete interaction approximation (DIA) (Hasselmann
et al. 1985) is commonly used in operational wave models. This approach involves the use of only one
parameter for the set of four resonant waves:

f1 = f2 = f ,
f3 = f (1 + λ) = f+,
f4 = f (1 − λ) = f−,
θ1 = θ2 = θ,

θ3 − θ = ± cos−1
{(

1 + 2λ + 2λ3
)
/ (1 + λ)2

}
,

θ4 − θ = ∓ cos−1
{(

1 − 2λ − 2λ3
)
/ (1 − λ)2

}
.


(5.4.4)


δS nl

δS +nl
δS −nl

 =


−2(∆ f∆θ)/(∆ f∆θ)
(1 + λ)(∆ f∆θ)/(∆ f+∆θ)
(1 − λ)(∆ f∆θ)/(∆ f−∆θ)


×C f 11g−4

[
F2

{ F+
(1 + λ)4 +

F−
(1 − λ)4

}
− 2

FF+F−
(1 − λ2)4

]
(5.4.5)

where F ≡ F( f , θ), F+ ≡ F( f+, θ3), F− ≡ F( f−, θ4). The coefficient C is determined to fit exact calcula-
tion for the JONSWAP spectrum. Hasselmann et al. (1985) defined the related parameters as λ = 0.25,
corresponding to θ3 − θ = ±11.5◦, θ4 − θ = ∓33.6◦ and C = 3 × 107. DIA calculation is found to support
highly accurate estimation if multiple parameters are combined. In the MRI-III, S nl is calculated using
the DIA scheme with three configurations. The parameters used are λ1 = 0.19 (C1 = 1.191 × 107),
λ2 = 0.23 (C2 = 6.835 × 106), and λ3 = 0.33 (C3 = 1.632 × 106).
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3. S ds: energy dissipation associated with wave breaking and other effects. In the MRI-III, dissipation
terms are expressed as local energy dissipation as proposed by Ueno (1998).

S ds = −cb
u∗
g3 f 7 (F( f , θ))2 (5.4.6)

where cb is a coefficient determined to fit wave generation. In the MRI-III, a slightly artificial swell
decay process is included.

S sds = −2.96 × 10−6 tanh
[
4 ( fs − f ) / fp

]
F( f , θ), (5.4.7)

where fp = 0.156g/U10N represents the peak frequency of the Pierson-Moskowitz (PM) spectrum from
the 10m height wind speed U10N . This decay function is applied to the spectrum of frequencies lower
than fs = 1.8 fp when the significant wave height exceeds 1.5m.

4. S btm: the energy loss associated with bottom friction. This effect needs to be considered for shallow
water. In the MRI-III, this term is taken from Hasselmann et al. (1973).

S btm = −
0.038

g2 · (2π f )2

sinh2(kd)
· F( f , θ) (5.4.8)

where k is the wave number and d is depth. Energy loss increases for shallow water and long-period
waves.

5.4.3 Wind Field
Wind fields for the GWM and the CWM are given by the Global Spectral Model (GSM), while the SWM uses
Meso-Scale Model (MSM) winds. For the WENS, 51-member wind fields of the Global Ensemble Prediction
System (GEPS) are employed.

In the GWM, the CWM and the SWM, wind fields around typhoons are modified using an empirical
method. As typhoons contribute significantly to extremely high waves in the western North Pacific, accu-
rate wave forecasts are crucial to the prevention of shipwrecks and coastal disasters. Since NWP models
occasionally fail to predict typhoon conditions such as intensity and location accurately, wind fields based on
operational typhoon analysis and forecasting are imposed onto NWP winds (known as bogus wind) when a ty-
phoon is present over the western North Pacific. Changes in the course of a typhoon may also result in drastic
wave field alterations, especially in the small region covered by the SWM. Accordingly, wave fields are also
predicted with the typhoon assumed to move along a five-point path (center, faster, slower, right end and left
end) in the typhoon forecast error circle.

To create bogus wind data, sea level pressure distribution near a typhoon is assumed to have a profile
expressed by Fujita’s empirical formula (Fujita 1952)

P(r) = P∞ −
P∞ − P0√
1 + (r/r0)2

(5.4.9)

where P∞, P0 and r0 denote the ambient pressure, the central pressure of the typhoon, and the scaling factor
of the radial distribution of the pressure, respectively. Surface winds near the typhoon are estimated from the
pressure field by assuming the gradient wind balance with modifications based on the typhoon movement and
surface friction effects.

5.4.4 Wave Analysis
An assimilation scheme (Kohno et al. 2012) for the GWM and the CWM was introduced in October 2012.
In these models, initial conditions (wave spectra) are modified based on significant wave heights under the
Objective Wave Analysis System (OWAS) (Kohno et al. 2009), which objectively analyzes wave heights using
optimal interpolation (OI) with observations from radar altimeters of satellites, buoys, coastal wave recorders
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Table 5.4.3: JMA Objective Wave Analyses System specifications.

Analysis scheme Optimal interpolation
Data cut-off time 6 hours and 25 minutes for early run analysis

12hours for delayed analysis
First guess 6-hour forecast by the GWM and the CWM
Analysis variables Significant wave height
Grid size 0.5◦×0.5◦ grid for the GWM,

0.05◦×0.05◦ grid for the CWM
Integration domain Global oceans for the GWM,

Coastal sea of Japan for the CWM
Observational data 0.25◦×0.25◦ grid super-observational data from BUOY, SHIP, Nowphas, GPS wave meter, Jason-3,

SARAL, and Sentinel-3A/B
Assimilation window 6 hours

and ships. The specifications are shown in Table 5.4.3. Introduction of data assimilation improves the predic-
tion of ocean wave fields, especially in terms of shorter forecast times and swell propagation.

5.4.5 Products
JMA issues many ocean wave products based on GWM, CWM, and WENS data.

Ocean wave forecast products based on GWM are provided on activities of RSMCs for numerical ocean
wave prediction. These products are available on JMA’s website7.

Charts of analysis and 24-hour ocean wave forecasts are served twice a day via the JMH radio facsimile
broadcast service and the JMA website for the Western North Pacific and seas around Japan (Figure 5.4.3). The
charts indicate significant wave heights, peak wave directions, and peak wave periods. In addition, information
on rough sea areas, that may hinder maritime navigation was incorporated for forecast charts in 2017. The areas
of horizontal hatching in Figure 5.4.3(a) indicate areas of crossing waves that may give rise to unexpectedly
high-sea conditions. The areas of vertical hatching in Figure 5.4.3(b) show areas in which wave heights and
steepness increase due to the effects of opposing ocean currents.

Statistical products detailing significant wave heights and peak wave periods with probability for medium-
range forecasts are produced from WENS output and provided on the JMA website for the WMO Severe
Weather Forecasting Programme (SWFP8) and on the Numerical Typhoon Prediction (NTP) website for Ty-
phoon Committee members. Figure 5.4.4-Figure 5.4.7 show examples for TY Surigae (2102).

7https://www.jma.go.jp/jma/en/NMHS/JMA RSMC.html
8https://www.wis-jma.go.jp/swfdp/
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Figure 5.4.3: Wave forecast charts based on 24-hour model predictions at the initial time of 00UTC 26 Septem-
ber 2018.
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Figure 5.4.4: Statistics on significant wave height from 120-hour WENS predictions at the initial time of
00UTC 14 on April 2021.
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Figure 5.4.5: Time-series representation of significant wave height from WENS prediction at the initial time
of 00UTC 14 on April 2021.
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Figure 5.4.7: Time-series representation of peak wave period from WENS predictions at the initial time of
00UTC 14 on April 2021.
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5.4.6 Improvement and Development
The main improvements made to JMA ocean wave models since 2017 are as follows:

1. The shallow water effect was introduced into the GWM and the CWM in 2017, and the WENS in 2020.

2. The horizontal resolution of the WENS was enhanced from 1.25◦ to 0.5◦ in 2020.

3. The number of WENS members was increased from 27 to 51 in 2021.

Figure 5.4.8 shows monthly root mean square errors (RMSEs) for the significant wave height of the GWM
against all kinds of observations measured by buoys, ships and satellites from 2012 to 2020. The remarkable
improvement of T+0 RMSE in late 2012 corresponds to the implementation of data assimilation. The gradual
decrease in RMSEs for the all lead times suggests the improvement of the performance of the JMA’s weather
and wave prediction systems.

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

2012 2013 2014 2015 2016 2017 2018 2019 2020 2021

R
M

S
E

 o
f s

ig
nf

ic
an

t w
av

e 
he

ig
ht

 [m
]

year

T+0
T+24
T+48
T+72

Figure 5.4.8: Time-series representation of analysis and forecast scores for the GWM.

Wave forecast errors are occasionally observed in relation to typhoons. For example:

1. Wave distribution resembling ball pairs sometimes appears due to the bogus wind embedding method.

2. As the model cannot predict asymmetric patterns for typhoons during extratropical transition and similar,
initial winds with ”bogus wind” need to be improved.

In order to further improve the accuracy of its wave prediction, JMA plans the following developments
for the wave models. The grid resolution of the GWM will be enhanced. In future work, a multi-grid model
incorporating the GWM, the CWM and a higher resolution wave model for coastal regions of Japan will be
operated.
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5.5 Storm Surge Model

5.5.1 Japan Area Storm Surge Model
5.5.1.1 Introduction

The Japanese Archipelago is vulnerable to storm surges because of its topography characterized by gulfs open
to the south and shallow coasts, making accurate and timely forecasts/warnings crucial in mitigating related
threats to life and property.

The Japan Meteorological Agency (JMA), which is responsible for issuing storm surge warnings, has
operated a numerical storm surge model since July 1998 to provide basic related information. At first, the
model was run four times a day when a typhoon was present in the vicinity of Japan. It is continuously
improved, such as enlarging the model domain, predicting extratropical cyclone conditions, extending forecast
times, adding advection terms. Since May 2010, a new storm surge model with higher resolution (approx.
1-km mesh near coastal areas) and a gridded astronomical tide analysis method have been operated in storm
tide calculation for more practical information and warnings.

5.5.1.2 Dynamics

Storm surges are mainly caused by the effects of wind setup due to strong onshore sea surface winds and
inverse barometer effects associated with pressure drops in low-pressure systems. The effects of wind setup are
proportional to the square of wind speed and inversely proportional to water depth, and are related to coastal
topography, meaning that they are amplified in open bays against the wind.

The JMA storm surge model is similar to the one described in Higaki et al. (2009), and is based on two-
dimensional shallow water equations driven by meteorological fields. These equations are composed of verti-
cally integrated momentum equations in two horizontal directions:

∂U
∂t
+ u

∂U
∂x
+ v

∂U
∂y
− f V = −g(D + η)

∂(η − η0)
∂x

+
τsx

ρw
− τbx

ρw
(5.5.1a)

∂V
∂t
+ u

∂V
∂x
+ v

∂V
∂y
+ f U = −g(D + η)

∂(η − η0)
∂y

+
τsy

ρw
−
τby

ρw
(5.5.1b)

and the continuity equation:

∂η

∂t
+
∂U
∂x
+
∂V
∂y
= 0 (5.5.2)

where U and V are volume fluxes in the x- and y-directions, defined as:

U ≡
∫ η

−D
u dz (5.5.3a)

V ≡
∫ η

−D
v dz (5.5.3b)

Other notations are as follows. f is the Coriolis parameter; g is gravity acceleration; D is the water depth below
mean sea level; η is surface elevation; η0 is the inverse barometer effect converted into the equivalent water
column height; ρw is the density of water; τsx and τsy are the x- and y-components of wind stress on the sea
surface, respectively; and τbx and τby are the x- and y-components of the stress of bottom friction, respectively.
As for the drag coefficient, adjusted parameterization is adopted in reference to the results of Smith and Banke
(1975) and Frank (1984):

cd =

{
(0.63 + 0.1185W) × 10−3 (W < 20 m/s)
{3.00 + 0.0120(W − 25)} × 10−3 (W ≥ 20 m/s) (5.5.4)

where W is wind speed.
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The equations are solved via numerical integration using the explicit finite difference method. A staggered
(or Arakawa-C) grid (Arakawa and Lamb 1977) is adopted for the grid system.

5.5.1.3 Meteorological Forcing

Dynamically predicted meteorological fields (surface winds and sea-level pressures) by the Meso-Scale Model
(MSM) are used as external forcing to drive the storm surge model. Furthermore, when a tropical cyclone (TC)
is present around Japan, a simple parametric TC model (hereinafter referred to as the typhoon bogus) is also
used as forcing.

The main purpose of introducing the typhoon bogus is to predict storm surges based on JMA’s typhoon
official forecast which is the most reliable one at the time. However, a single result is still insufficient for risk
analysis because storm surges drastically change if TC track changes. Thus, in order to take into account the
influence of TC track uncertainty on the occurrence of storm surge, five runs of the storm surge model are
conducted with possible TC tracks prescribed at the center of and at four points on the forecast circle within
which the TC is forecast to be with a probability of 70% (Figure 5.5.1): Center track (1), Fastest track (2),
Rightward-biased track (3), Slowest track (4) and Leftward-biased track (5). These five tracks are used to
create meteorological fields with the parametric TC model.

Figure 5.5.1: Bogus TC tracks and the domain of the Japan area storm surge model

The typhoon bogus utilizes Fujita’s formula (Fujita 1952), which represents radial pressure distribution in
a TC:

P = P∞ −
P∞ − Pc√
1 + (r/r0)2

(5.5.5)

and the gradient wind relation:

−
v2

g

r
− f vg = −

1
ρa

∂P
∂r

(5.5.6)
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In Eq. (5.5.5), P is atmospheric pressure at distance r from the center of the TC, P∞ is environmental pressure,
Pc is the central pressure of the TC and r0 is a scaling factor for radial distribution of pressure. In Eq. (5.5.6),
ρa is the density of air and vg is the gradient wind speed.

To represent the asymmetry of the wind field w in a TC, the moving velocity vector of the TC multiplied
by a weight that decays exponentially with distance from the TC center is added to the gradient wind:

w = C1

{
vg + C · exp

(
−π r

re

)}
(5.5.7)

C is the TC velocity vector, and re is the decay coefficient.
Moreover, an upwind directional land roughness parameterization of Westerink et al. (2008) is adopted to

represent the wind speed reduction in coastal areas.
TC analysis and forecast information, such as the center position, central pressure and maximum wind, is

applied to these formulas to synthesize the wind and pressure fields (Konishi 1995).

5.5.1.4 Model Specifications

Table 5.5.1 gives the specifications of the storm surge model, whose domain covers the whole of Japan (Figure
5.5.1).

Table 5.5.1: Japan area storm surge model specification
Model two-dimensional model
Grid Lat-Lon Arakawa-C grid
Region 20◦N - 50◦N, 117.5◦E - 150◦E
Resolution approximately 1, 2, 4, 8, 16 km (Adaptive mesh)
Time step 4 seconds
Initial time 00, 03, 06, 09, 12, 15, 18, 21 (UTC)
Forecast time 51 hours (00, 12 UTC) and 39 hours (03,06,09,15,18,21 UTC)
Member TC case: 6 members (MSM+5 typhoon bogus)

no TC case: 1 member (MSM)

Since storm surge is essentially a long wave, its phase speed is proportional to the square root of water
depth. It is thus inefficient to set the same resolution for all grids in consideration of computer resources.
Accordingly, the Adaptive Mesh Refinement (Berger and Oliger 1984), in which the mesh is fine over shallow
water and coarse over deep water, is adopted. The resolution is varied over five levels (1, 2, 4, 8 and 16 km)
with water depth (Figure 5.5.2). This method makes storm surge calculation efficient, compared to the normal
lat-lon grid system.

The storm surge model runs eight times a day (every 3 hours) and forecasts storm surge up to 51 or 39
hours ahead. Initial values of surface elevation (η) and volume fluxes (U and V) are generated from previous
calculation using the newest MSM prediction for forcing, called as hindcast. Since the initial values are not as
important as those in atmospheric models, assimilation of observation data is not conducted.

The model computes only storm surges, i.e. anomalies from the level of astronomical tides. However,
storm tides (storm surge plus astronomical tide) are required to issue storm surge warnings. Astronomical
tides are predicted using harmonic analysis of sea level observations based on JMA’s gridded astronomical tide
method, in which astronomical tide calculation is performed even for no-observation grid areas (Subsection
5.5.3). After storm surge model computation, the astronomical tide level for the coastal area is simply added
to the predicted storm surge.

5.5.1.5 Verification

The accuracy of storm surge prediction depends on the accuracy of the storm surge model itself and atmo-
spheric model conditions. To help eliminate errors of atmospheric model input, the accuracy of the model was
evaluated using storm surge predictions driven by atmospheric analysis data.
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Figure 5.5.2: Storm surge model horizontal grid system and water depth (around the Kanto region)

Figure 5.5.3 shows a scatter diagram of storm surge hindcasts against observation values from 214 tide
stations for the statistical period is from June 2015 to December 2020. The stations are managed by organiza-
tions including JMA, the Ports and Harbours Bureau, the Japan Coast Guard and the Geospatial Information
Authority of Japan. The figure shows that storm surge prediction errors lie in the range of ± 50 cm, although
large errors (hindcast values exceeding observation by more than 50 cm) are also observed. It is conceivable
that those errors might come from effects which was not included in the storm surge model, such as wave setup,
ocean currents and sea water stratification.
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Figure 5.5.3: Scatter diagram of storm surge hindcast values against observed values

Storm surge associated with Typhoon Jebi (T1821) is presented here as an example of related prediction.
Figure 5.5.4 shows the track of the typhoon, which passed over central Japan and caused storm surge conditions
in Osaka Bay and elsewhere on 4 September 2018. Figure 5.5.5 (a) shows storm surge distribution around the
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bay as of 06 UTC on 4 September as predicted by the storm surge model, which reasonably forecasted the
large surge behaviors associated with wind setup in the bay’s inner part. Figure 5.5.5 (b) shows a time-series
chart of storm surge at the port of Osaka. The peak was slightly underestimated and the forecast of its timing
was delayed by about an hour, but in general the extreme storm surge conditions were fairly predicted.
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Figure 5.5.5: Storm surge distribution and time-series chart for the port of Osaka as predicted by the storm
surge model with an initial time of 18 UTC on 3 September 2018
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5.5.2 Asia Area Storm Surge Model
5.5.2.1 Introduction

The late 2000s saw severe storm surge disasters worldwide, including on the coast of the Gulf of Mexico
(caused by Hurricane Katrina) in 2005, on the coast of Bangladesh (caused by Cyclone Sidr) in 2007, and on
the coast of Myanmar (caused by Cyclone Nargis) in 2008.

In response to a request by the WMO Executive Council (60th session, June 2008), WMO initiated the
development of the regional Storm Surge Watch Scheme (SSWS) for areas affected by tropical cyclones. In
relation to the western North Pacific and the South China Sea, the ESCAP/WMO Typhoon Committee (41st
session, January 2009) endorsed a commitment by the RSMC Tokyo - Typhoon Center to produce storm surge
forecasts with the aim of strengthening the storm surge warning capabilities of National Meteorological and
Hydrological Services (NMHSs) in the region. JMA began development of a storm surge model for the Asia
region in 2010 in collaboration with Typhoon Committee Members providing sea level observation and sea
bathymetry data. Horizontal distribution maps of predicted storm surges and time-series charts are published
on JMA’s Numerical Typhoon Prediction website (Hasegawa et al. 2017).

In the last decade, Hurricane Sandy made landfall on the eastern coast of USA in 2012, causing serious
damages including the traffic paralysis, massive blackouts and cessation of economic activity in New York.
Typhoon Haiyan also caused more than 6,000 fatalities in the Philippines in 2013. Against such a background,
storm surge and inundation countermeasures play pivotal roles in efforts to prevent typhoon-related disaster
condition.

5.5.2.2 Dynamics

The basic equations of the Asia area storm surge model are similar to those of the Japan area storm surge model
(Subsection 5.5.1), but without advection terms. The expressions incorporate vertically integrated momentum
fluxes associated with the influence of the earth’s rotation with gravity acceleration:

∂U
∂t
− f V = −g(D + η)

∂(η − η0)
∂x

+
τsx

ρw
− τbx

ρw
(5.5.8a)

∂V
∂t
+ f U = −g(D + η)

∂(η − η0)
∂y

+
τsy

ρw
−
τby

ρw
(5.5.8b)

and the continuity equation:

∂η

∂t
+
∂U
∂x
+
∂V
∂y
= 0 (5.5.9)

Definitions of the various variables and constants are as per those of the Japan area storm surge model. Wind
stresses are expressed as:

τsx = cdρaWuw (5.5.10a)
τsy = cdρaWvw (5.5.10b)

where cd is the drag coefficient, ρa is the density of air, W ≡
√

u2
w + v2

w is wind speed, and (uw, vw) is wind
velocity. The drag coefficient is set from the results of Smith and Banke (1975) and Frank (1984):

cd =

{
(0.63 + 0.066W) × 10−3 (W < 25 m/s)
{2.28 + 0.033(W − 25)} × 10−3 (W ≥ 25 m/s) (5.5.11)

5.5.2.3 Data

Bathymetry data for the storm surge model mostly come from 30-second-interval grid datasets of the General
Bathymetric Chart of the Oceans (GEBCO 2014) (Figure 5.5.6). These data are partially modified using local
bathymetry data provided by Typhoon Committee Members to enable more accurate forecasts.
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Astronomical tides are determined via harmonic analysis using past tide observation data provided by
Typhoon Committee Members.
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Figure 5.5.6: Model domain and topography of the Asia area storm surge model

5.5.2.4 Meteorological Forcing

Operation of the Asia area storm surge model involves the blending of a simple parametric TC model and output
of JMA’s operational Global Spectral Model (GSM) as meteorological forcing fields. The simple parametric
TC model in this resource is as per that of the Japan area storm surge model (typhoon bogus in Subsection
5.5.1). Related calculation requires an atmospheric model covering the Asian region, but the resolution of the
atmospheric model (20 km) is insufficient for adequate expression of TC intensity. Accordingly, meteorological
forcing is generated by planting typhoon bogus information into atmospheric model gridded data.

5.5.2.5 Multi-scenario Prediction

Storm surge model calculation was previously based on one scenario involving the GSM and typhoon bogus.
However, deterministic forecasting is insufficient for risk management because the occurrence and the intensity
of storm surge strongly depend on TC tracks. Against this background, JMA introduced multi-scenario predic-
tions (Hasegawa et al. (2017)) determined from the Global Ensemble Prediction System (GEPS) (Kyouda and
Higaki (2015)), which has 51 members. To cover the most representative storm surge conditions with minimal
calculation, five typical scenarios are selected from all members with cluster analysis (the K-means method):

Ck =
1

Nk

∑
xi, (k = 1, ...,K) (5.5.12a)

xi = (lati, loni), (i = 1, ...,N) (5.5.12b)

where Ck is the cluster center and the TC location, N = 51, K = 5. Five scenarios are assumed in order
to provide appropriate variance for coverage of representative scenarios. As the horizontal resolution of the
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GEPS (40 km) is considered too coarse for adequate TC prediction, typhoon bogus is introduced into TC tracks
of selected scenarios.

5.5.2.6 Model Specifications

Table 5.5.2 outlines the specifications of the Asia area storm surge model. The horizontal grid resolution is 2
minutes, corresponding to a distance of about 3.7 km. The model covers most of the RSMC Tokyo - Typhoon
Center’s area of responsibility (Figure 5.5.6), running every six hours and calculating storm surge predictions
up to 72 hours ahead. If no TC is present, a single calculation is conducted with GSM prediction. If one
or more TCs are present or expected in the model domain, five predictions are carried out based on possible
scenarios from the GEPS with wind and pressure fields modified by typhoon bogus.

Three-hourly distribution maps of the whole domain and enlarged versions showing only areas around the
TC are available up to 72 hours ahead. The time-series charts provided include data on predicted/astronomical
tides, storm surge, sea level pressure and surface wind. Time-series charts for 78 locations are currently
provided to Typhoon Committee Members.

Table 5.5.2: Asia area storm surge model specifications
Model two-dimensional linear model
Grid Lat-Lon Arakawa-C grid
Region 0◦ - 46◦N, 95◦E - 160◦E
Resolution 2-minutes mesh (approx. 3.7 km mesh)
Time step 8 seconds
Initial time 00, 06, 12, 18 (UTC)
Forecast time 72 hours
Member TC case: 6 members (GSM + 5 typhoon bogus)

no TC case: 1 member (GSM)

5.5.2.7 Verification

To evaluate the performance of the Asia area storm surge model, accuracy was verified by comparing predicted
and observed values of hourly storm surge for eight tide stations for the statistical period from 2017 to 2020.
Figure 5.5.7 shows a scatter diagram of storm surge hindcasts against observation values. Most storm surge
prediction errors lie within the range of ± 50 cm, although some underestimations are detected. The under-
estimations were results at Quarry Bay (Hong Kong) by Typhoon Mangkhut (T1822), which was an intense
typhoon and atmospheric model (GSM) could not resolve sufficient sea level pressures and surface winds.
Yearly verification details are provided in the Annual Report on the Activities of the RSMC Tokyo - Typhoon
Center 9.

9http://www.jma.go.jp/jma/jma-eng/jma-center/rsmc-hp-pub-eg/annualreport.html

216

http://www.jma.go.jp/jma/jma-eng/jma-center/rsmc-hp-pub-eg/annualreport.html


−2

−1

0

1

2

3

4

H
in

dc
as

t [
m

]

−2 −1 0 1 2 3 4
Observation [m]

100

101

102

103

104

105
Freq.

Figure 5.5.7: Scatter diagram of storm surge hindcast values against observation values

Figure 5.5.8 and Figure 5.5.9 show storm surge distribution mapping for Typhoon Hato (T1713) and time-
series charts for Quarry Bay (Hong Kong), respectively. The typhoon made landfall on the coast of southern
China and generated extremely high storm surges in Hong Kong. The results for Scenario 1 well predict the
observation values.

5.5.3 Astronomical Tide Analysis
5.5.3.1 Introduction

The model described in Subsection 5.5.1 calculates only storm surges, defined as anomalies from the astro-
nomical tide level. However, prediction of storm tides (i.e., storm surge plus astronomical tides) is needed for
storm surge warning issuance. In 2010, JMA changed its storm surge warning criteria to cover issuance for
all coastal areas of Japan in consideration of inundation risk at all points. Appropriate issuance of warnings
requires calculation to determine astronomical tides in all coastal areas.

5.5.3.2 Analysis Method

Tidal variations are expressed as a composite of periodic oscillations with various frequencies, as observed
with semi-diurnal, diurnal and annual tides. Semi-diurnal and diurnal tides are caused by lunar and solar grav-
itational forces, while annual tides are brought by seasonal variations in seawater temperature and sea surface
pressure. Harmonic constants are sets of amplitudes and phases for individual tidal constituents. Harmonic
constants at tide station points can be derived by analyzing hourly tidal observation data, but cannot be deter-
mined for arbitrary coastal points where such data are unavailable using this method.

To enable analysis of astronomical tides for the whole of Japan’s coast, both short-period (semi-diurnal and
diurnal) and long-period tides (annual) tides are considered as shown in Figure 5.5.10. The constituents used
in this method (Takasa et al. (2011)) are shown in Table 5.5.3.

5.5.3.3 Short-period Tides

Eight major constituents with relatively large amplitudes (K1, O1, P1, Q1, K2, M2, N2 and S2; Table 5.5.3) are
estimated using the Oregon State University Tidal Inversion Software (OTIS) tidal model package (Egbert and
Erofeeva 2002), which involves data preparation, ocean dynamics and data assimilation. Only the linearized
version of ocean dynamics (a tidal model), in which Fourier transform is applied to eliminate time variation, is
used:
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Figure 5.5.8: Distribution of storm surge at 03 UTC on 23 August as predicted by the Asia area storm surge
model with an initial time of 00 UTC on 22 August
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Figure 5.5.9: Time-series charts of storm tide and astronomical tide (top), storm surge, sea level pressure and
surface wind (bottom) for Quarry Bay (Hong Kong) as predicted by the Asia area storm surge model with an
initial time of 00 UTC on 22 August. Squares show hourly observations.
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Figure 5.5.10: Flow of astronomical tide analysis

Table 5.5.3: Constituents used in astronomical tide analysis.

Name Type Major/Minor Name Type Major/Minor
S a annual - θ1 diurnal minor

2Q1 diurnal minor J1 diurnal minor
σ1 diurnal minor OO1 diurnal minor
Q1 diurnal major 2N2 semi-diurnal minor
ρ1 diurnal minor µ2 semi-diurnal minor
O1 diurnal major N2 semi-diurnal major

MP1 diurnal minor ν2 semi-diurnal minor
M1 diurnal minor M2 semi-diurnal major
χ1 diurnal minor λ2 semi-diurnal minor
π1 diurnal minor L2 semi-diurnal minor
P1 diurnal major T2 semi-diurnal minor
K1 diurnal major S 2 semi-diurnal major
ψ1 diurnal minor R2 semi-diurnal minor
ϕ1 diurnal minor K2 semi-diurnal major
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iωU − f V + gH
∂ζ

∂x
+ κU = FU (5.5.13)

iωV + f U + gH
∂ζ

∂y
+ κV = FV (5.5.14)(

∂U
∂x
+
∂V
∂y

)
+ iωζ = 0 (5.5.15)

where ω is the tidal constituent frequency, U and V are the x and y components of current integrated from the
sea surface to the bottom, respectively, f is the Coriolis parameter, g is gravity acceleration, H is depth, ζ is the
anomaly from mean sea level, κ is the dissipation coefficient of bottom friction, and F is the tide-generating
force.

The Ensemble Transform Kalman Filter (ETKF) (Bishop et al. 2001) is used to assimilate harmonic con-
stants at tide stations. As the model results contain uncertainty due to a lack of resolution and accuracy in
bathymetry data and lateral boundary conditions, perturbations are added to these conditions to create an en-
semble. There are 30 sets of bathymetry data (incorporating random errors) and boundary condition data gen-
erated by blending results from four tidal models (NAO.99Jb (Matsumoto et al. 2000), FES2004 (Lyard et al.
2006), GOT00.2 (an update to Ray (1999)) and TPXO (Egbert and Erofeeva 2002)). Four sets of bottom fric-
tion data are also used in consideration of the influence of such friction on tidal amplitude (Yano et al. (2010)
and An (1977)). The 120 ensemble members are associated with a combination of the 30 sets of bathymetry
and boundary condition data and 4 sets of bottom friction data.

A total of 19 minor constituents (see Table 5.5.3) are estimated from major constituents of similar frequency
using the response method (Munk and Cartwright 1966).

5.5.3.4 Long-period Tides

The first guess of annual constituents (S a) is derived from the results of harmonic analysis of reanalyzed sea
level height from MOVE-WNP (see Section 5.3 and Usui et al. (2006)) corrected with sea surface pressure
from the Japanese 25-year Reanalysis (JRA-25) and the JMA Climate Data Assimilation System (JCDAS)
(Onogi et al. (2007)) assuming hydrostatic balance. This is modified using harmonic constants for tide stations
with the optimal interpolation (OI) method.

5.5.3.5 Verification

To verify astronomical tide analysis based on the method described, the outcomes are compared with those from
harmonic constants at tide stations. Figure 5.5.11 shows a comparison of root mean square errors (RMSEs) for
the respective distributions. For most stations, the error is less than 3 cm, although larger values are observed
for some stations, especially in bays and inland sea areas.
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Figure 5.5.11: Distribution of RMSEs from astronomical tide analysis. The unit is cm.
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5.6 Oil Spill Prediction Model

5.6.1 Introduction
In the 1990s, large-scale oil spills (such as those involving the vessels ABT Summer, MB Braer and Sea
Empress) frequently occurred around the world. In Japan, the wrecking of the Russian tanker Nakhodka
resulted in a serious oil spill in the Sea of Japan in January 1997, causing major environmental damage along
Japan’s western coast. Following the Japanese Government’s subsequent consideration of countermeasures for
large-scale oil spills, JMA has operated its Oil Spill Prediction Model since October 1999.

The model predicts the large-scale behavior of oil spilled in offshore seas. Based on accident information
from the Japan Coast Guard, JMA operates the model to produce forecasts with lead time up to 192 hours. The
results are provided to personnel responsible for emergency response operations.

The model is applicable to the entire western North Pacific. The domain of calculation is selected from
seven settings from 0.8◦ × 0.8◦ to 12◦ × 12◦ in latitude and longitude based on consideration of incident
conditions.

5.6.2 Basic Equation
The oil spill prediction model is generally described by the following equation including terms of advection
and diffusion,

dC
dt
=
∂C
∂t
+ V · ∇C = ∇ · (K∇C) + S (5.6.1)

where C is pollutant concentration, t is time, V is advection velocity, K is the turbulent diffusion coefficient,
and S (referred to as the source term) represents the process involved in changing the total amount of oil spilled
through changes in oil properties.

Equation (5.6.1) in general can be numerically solved either by calculating C directly using the finite
difference method or by simulating the behaviors of a large number of particles representing oil components.
The latter approach is used in JMA’s Oil Spill Prediction Model. Spilled oil is expressed as numerous particles
Cn(n = 1, 2, · · · ) using:

Cn {x(t + δt), s(t + δt); t + δt} = Φ[Cn (x(t), s(t); t) , δt] (5.6.2)

where x = (x, y, z) indicates the position of each particle and s is the chemical status of the oil. Φ is a general
function describing oil property changes over time.

In the advection term, the effects of surface winds, ocean waves, and ocean currents are taken into account
as potentially major factors. Ekman drift current generated by sea surface winds is an example of such as an
influence. In the JMA model, surface flows are determined as 2.5% of the wind speed with an angle of 15◦

clockwise with respect to the wind direction. As another example, Stokes drift involves forward movement
of particles at the sea surface in the wave direction as a result of wave motion back and forth in each wave
cycle. This effect is more significant when high waves are present, and is independent of wind when swell is
predominant. Accordingly, Stokes drift is included explicitly and calculated from predictions by JMA ocean
wave models. Ocean currents are provided by the JMA Ocean Data Assimilation and Prediction System for
the seas around Japan (MOVE-JPN; Subsection 5.3.4).

The three-dimensional diffusion of oil is basically calculated via the shear diffusion treatment proposed
by Elliott (1986). Surface flow is assumed to have a logarithmic profile in the vertical direction, and spilled
oil is assumed to be carried at a particular horizontal speed in each water level. The shear mechanism is also
associated with vertical diffusion. Spilled oil is divided into a large number of droplets with varying levels
of buoyancy in line with their size. Consideration of this buoyancy and the present depth of oil drops allows
determination of oil motion in the vertical direction and clarification of whether the oil floats on the surface.

In addition to the above shear diffusion process, isotropic diffusion may also be generated by small scale
eddies and similar influences as estimated using the constant diffusion coefficient Kh = 95.0 m2/s. As such
diffusion may be greater in conditions of strong wind or high waves, the influence is parameterized with
additional diffusion coefficients:
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Table 5.6.1: Oil Spill Prediction Model specifications

Applicable area 15◦S − 63◦N, 99◦E − 80◦W
Domain of calculation 7 options (0.8◦ × 0.8◦ − 12◦ × 12◦)
Grid spacing 7 options (2–30km), according to the domain of calculation
Number of grids 41 × 41
Prediction period 192 hours
Physical and Advection Ekman drift (estimated from wind field of Global Spectrum Model)
chemical process Stokes drift (estimated from wave field of Global/Coastal Wave Models)

Ocean current (MOVE-JPN)
Diffusion Elliott (1986) etc.
Evaporation Fingas (2010)
Emulsification Reed (1989)

waves: Kwv = 500.0H2
w/Tw

winds: Kwnd = 5.0W3/g
(5.6.3)

where Hw and Tw are the wave height and period, W is wind speed, and g is gravitational acceleration. The
coefficients are empirically determined on the basis of actual cases.

Additional diffusion of oil parcels is estimated from the total value of the diffusion coefficients (Kh, Kwv,
and Kwnd). Specific values are calculated using the random walk method with such diffusion assumed to be
horizontal.

Due to the complex behavior of spilled oil, consideration of all related chemical processes is largely im-
practical. Accordingly, only evaporation and emulsification are considered as major processes. Evaporation is
estimated using empirical formulae (Fingas 2010), in which the evaporation rate Ev (%) of most oils can be
expressed by the form of either the logarithmic or the root profile over time.

Ev =

{
(a + b · T ) ln t
(a + b · T )

√
t

(5.6.4)

The constant coefficients a and b are based on experimental results and are listed in the Environment Canada
oil data catalogue. T represents oil temperature, and is assumed to be equivalent to sea surface temperature
(SST). t is the number of minutes elapsed since the spill.

Emulsification is calculated using the formula of Reed (1989), by which the water content Fwc is estimated
as:

dFwc

dt
= 2.0 × 10−6 (W + 1)2 ·

(
1 − Fwc

C3

)
(5.6.5)

where W (m/s) is wind speed. C3 is a constant parameter for the upper limit of water content, and differs among
oil types. Oil density is also calculated in consideration of water content, which can change the behavior of oil.

The specifications of the Oil Spill Prediction Model and related processes are summarized in Table 5.6.1.

5.6.3 Products
The model is operated in the event of a large-scale oil spill in offshore deep-water seas, where short-term tidal
currents can be negligible. The results of oil spill prediction are provided to the Japanese Government and/or
the Japan Coast Guard along with various marine meteorological charts. An example of prediction is shown in
Figure 5.6.1.
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(a)Forecast period: 24 h (b)Forecast period: 48 h (c)Forecast period: 72 h

(d)Forecast period: 96 h (e)Forecast period: 120 h (f)Forecast period: 144 h

Figure 5.6.1: A simulation for the sea east of Japan supposing an accident at 19UTC on 11 Aug 2021 at
40.37 ◦N 141.31 ◦E. The stars show the accident location, and the rhombuses show the source of the spillage
(assuming the source is carried by ocean currents). The area and amount of spilled oil are indicated by dot
distribution.
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Appendix A

Verification Indices

This appendix highlights a number of verification indices referenced in this document. The indices are also
used in international verification via the Global Data-processing and Forecasting System (GDPFS) of the World
Meteorological Organization (WMO 2019).

A.1 Basic Verification Indices

A.1.1 Mean Error
Mean Error (ME), also called Bias, represents the mean value of deviations between forecasts and verification
values, and is defined by

ME ≡
 n∑

i=1

wiDi

 / n∑
i=1

wi, (A.1.1a)

Di = Fi − Ai, (A.1.1b)

wi =
1
n

(or cos ϕi, and so on), (A.1.1c)

where Fi, Ai, and Di represent the forecast, the verification value, and the deviation between the forecast and
the verification value, respectively. wi represents the weighting coefficient, n is the number of samples, and
ϕi is latitude. In general, observational values, initial values or objective analysis values are often used as
verification values. When the forecast is fully correct, called a perfect forecast, ME is equal to zero.

Calculation of an average over an extensive region such as the Northern Hemisphere requires evaluation
with weighting coefficients in consideration of latitude-related differences among areas. By way of example,
to evaluate objective analysis in an equirectangular projection, the weighting coefficient “wi = 1/n” is often
replaced with the cosine of latitude “cos ϕi”. The other indices in Section A.1 are handled in the same manner.

A.1.2 Root Mean Square Error
Root Mean Square Error (RMSE) is often used to represent forecast accuracy, and is defined by

RMSE ≡

√√ n∑
i=1

wiD2
i

/√√ n∑
i=1

wi, (A.1.2)

where Di represents deviation between the forecast and the verification values in Eq. (A.1.1b), wi represents
the weighting coefficient in Eq. (A.1.1c), and n is the number of samples. Proximity of the RMSE to zero
indicates that forecast values are closer to verification values. For a perfect forecast, RMSE is equal to zero.
With the components of ME and random error separated, RMSE is expressed as follows:
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RMSE2 = ME2 + σ2
e , (A.1.3)

where σe represents standard deviation (SD) for the deviation Di, and is given by

σ2
e =

 n∑
i=1

wi(Di −ME)2

 / n∑
i=1

wi. (A.1.4)

A.1.3 Anomaly Correlation Coefficient

The anomaly correlation coefficient (ACC) is one of the most widely used measures in the verification of spatial
fields (Jolliffe and Stephenson 2003), and represents the correlation between anomalies of forecasts and those
of verification values with reference values such as climatological data. ACC is defined as follows:

ACC ≡

n∑
i=1

wi

(
fi − f

)
(ai − a)√

n∑
i=1

wi

(
fi − f

)2
n∑

i=1

wi (ai − a)2

, (−1 ≤ ACC ≤ 1), (A.1.5)

where n is the number of samples, and fi, f , ai and a are given by the following equations:

fi = Fi −Ci, f =

 n∑
i=1

wi fi

 / n∑
i=1

wi, (A.1.6a)

ai = Ai −Ci, a =

 n∑
i=1

wiai

 / n∑
i=1

wi, (A.1.6b)

where Fi, Ai, and Ci represent the forecast value, the verification value and a reference such as a climatological
value, respectively. f is the mean of fi, a is the mean of ai, and wi represents the weighting coefficient in
Eq. (A.1.1c). If the variation pattern of forecast anomalies is perfectly coincident with that of verification
anomalies, the ACC will take the maximum value of 1. Conversely, if the variation pattern is completely
reversed, it will take the minimum value of -1.

A.1.4 Ensemble Spread

Ensemble Spread is a familiar measure representing the degree of forecast uncertainty in the ensemble forecast.
It is the standard deviation of the ensembles as defined by

Ensemble Spread ≡

√√√
1
N

N∑
i=1

 1
M

M∑
m=1

(Fm,i − F̄i)2

, (A.1.7)

where M is the number of ensemble members, N is the number of samples, Fm,i represents the forecast of the
mth member, and F̄i is the ensemble mean, defined by

F̄i ≡
1
M

M∑
m=1

Fm,i. (A.1.8)
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Table A.2.1: Schematic contingency table for categorical forecasts of a binary event. The numbers of outcomes
in each category are indicated by FO, FX, XO and XX, and N is the total number of events.

Observed Not Observed Total

Forecasted FO FX FO + FX
(hits) (false alarms)

Not Forecasted XO XX XO + XX
(misses) (correct rejections)

Total M X N

A.1.5 S1 Score

The S1 Score is often used to measure the degree of error in the depiction of forecast pressure fields, and is
defined by

S1 ≡ 100 ×

n∑
i=1

wi

{
|∂xDi| +

∣∣∣∂yDi

∣∣∣}
n∑

i=1

wi

[
max (|∂xFi| , |∂xAi|) +max

(∣∣∣∂yFi

∣∣∣ , ∣∣∣∂yAi

∣∣∣)] , (A.1.9)

where Fi and Ai represent forecast and verification values, respectively. Di is the deviation between the forecast
and verification values in Eq. (A.1.1b), wi is the weighting coefficient in Eq. (A.1.1c), and the subscripts x and
y denote the differential with respect to x and y, as expressed by

∂xX =
∂X
∂x
, ∂yX =

∂X
∂y
. (A.1.10)

Lower S1 Scores indicate superior forecasts.

A.2 Verification Indices for Categorical Forecasts

Many meteorological phenomena can be regarded as simple binary events, and related forecasts or warn-
ings are often issued as unqualified statements indicating that such events will or will not occur (Jolliffe and
Stephenson 2003). In the verification of forecasts for binary events, outcomes for the targeted phenomenon are
distinguished in terms of correspondence between forecasts and observations using a 2 × 2 contingency table
as shown in Table A.2.1.

A.2.1 Contingency Table

In the contingency table, categorical forecasts for a binary event are divided into hits, false alarms, misses and
correct rejections (or correct negatives) with numbers expressed as FO, FX, XO and XX, respectively. The
total number of events is the sum of numbers for all outcomes, given by N = FO + FX + XO + XX. The
numbers of observed events and non-observed events are M = FO + XO and X = FX + XX, respectively.
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A.2.2 Proportion Correct

Proportion Correct (PC) is the ratio of the number of correct events FO + XX to the total number of events N,
and is defined by

PC ≡ FO + XX
N

, (0 ≤ PC ≤ 1). (A.2.1)

Higher PC values indicate higher forecast accuracy.

A.2.3 False Alarm Ratio

The false alarm ratio (FAR) is the ratio of the number of false alarm events FX to the number of forecast events
FO + FX, and is defined by

FAR ≡ FX
FO + FX

, (0 ≤ FAR ≤ 1). (A.2.2)

Lower FAR values indicate a lower number of false alarm events. In some cases, the total number N is used as
the denominator in Eq. (A.2.2) instead of FO + FX.

A.2.4 Undetected Error Rate

The undetected error rate (Ur) is the ratio of the number of miss events XO to the number of observed events
M, and is defined by

Ur ≡ XO
M
, (0 ≤ Ur ≤ 1). (A.2.3)

Lower Ur values indicate a lower number of miss events. In some cases, the total number N is used as the
denominator in Eq. (A.2.3) instead of M.

A.2.5 Hit Rate

The hit rate (Hr) is the ratio of the number of hit events FO to the number of observed events M, and is defined
by

Hr ≡ FO
M

, (0 ≤ Hr ≤ 1). (A.2.4)

Higher Hr values indicate a lower number of miss events. The hit rate is used to plot the ROC curve described
in Subsection A.3.5.

A.2.6 False Alarm Rate

The false alarm rate (Fr) is the ratio of the number of false alarm events FX to the number of non-observed
events X, and is defined by

Fr ≡ FX
X
, (0 ≤ Fr ≤ 1). (A.2.5)

Lower Fr values indicate a lower number of false alarm events and higher forecast accuracy. The denominator
of the false alarm rate differs from that of the false alarm ratio (see Subsection A.2.3). The false alarm rate is
also used to plot the ROC curve described in Subsection A.3.5.
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A.2.7 Bias Score

The bias score (BI) is the ratio of the number of forecasted events FO + FX to the number of observed events
M, and is defined by

BI ≡ FO + FX
M

, (0 ≤ BI). (A.2.6)

If the number of forecasted events FO + FX is equal to the number of observed events M, BI will be unity.
If BI is larger than unity, the frequency of events is overestimated. Conversely, if BI is smaller than unity, the
frequency of events is underestimated.

A.2.8 Climatological Relative Frequency

Climatological relative frequency (Pc) is the probability of occurrence of events estimated from samples, and
is defined by

Pc ≡
M
N
, (A.2.7)

where M is the number of observed events occurring, and N is the total number of events. Pc is derived from
the number of observed events, and is independent of forecast accuracy.

A.2.9 Threat Score

The threat score (TS) is an index value focused on hit events. It represents the ratio of the number of hit events
FO to the number of events other than correct rejections FO + FX + XO, and is defined by

TS ≡ FO
FO + FX + XO

, (0 ≤ TS ≤ 1). (A.2.8)

If the number of observed events is extremely small (i.e. N ≫ M, and XX ≫ FO, FX, or XO), the proportion
correct (PC) value will be close to unity due to the the major contribution from the number of non-observed
events. The TS is applicable to validation of forecasts accuracy without contribution from correct rejection
events. Forecast accuracy rises as the TS value approaches the maximum value of unity. As TS values are often
affected by climatological relative frequency, they are not applicable to comparison regarding the accuracy of
forecasts validated under different conditions. To address this issue, equitable threat scores are often used for
validation.

A.2.10 Equitable Threat Score

The equitable threat score (ETS) is similar to the threat score, but with the removal of contribution from hits
by chance in random forecasts, and is defined by (Schaefer 1990)

ETS ≡
FO − S f

FO + FX + XO − S f
, (−1

3
≤ ETS ≤ 1), (A.2.9)

and

S f = Pc(FO + FX), Pc =
M
N
, (A.2.10)

where Pc is the climatological relative frequency and S f is the number of hit events being forecast randomly
FO + FX times. Proximity to the maximum value of unity indicates higher forecast accuracy. For random
forecasts, the ETS is zero. This metric has a minimum value of −1/3 if FO = XX = 0 and FX = XO = N/2.
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A.2.11 Heidke Skill Score
The Heidke skill score (HSS) is used to remove the effects of issues in individual forecasts in consideration of
the number of correct events in a random forecast estimated from climatological probability, and is defined by

HSS ≡ FO + XX − S
N − S

, (−1 ≤ HSS ≤ 1), (A.2.11)

where

S = Pc(FO + FX) + Pxc(XO + XX), (A.2.12)

and

Pc =
M
N
, Pxc =

X
N
= 1 − Pc, (A.2.13)

where Pc and Pxc are the climatological relative frequencies of observed and non-observed events in random
forecasting, respectively. Proximity to the maximum value of unity indicates higher forecast accuracy. The
Heidke skill score is zero in random forecasts and unity in perfect forecasts. The index has a minimum value
of −1 if FO = XX = 0 and FX = XO = N/2.

A.2.12 Fractions Skill Score
The fractions skill score (FSS) is an index of how forecast skill varies with spatial scale. In other words, it is a
measure to verify forecasted fractional event frequencies. The verification method (Roberts and Lean 2008) is
described here.
First, all model and observation data are projected onto the same verification grid. Suitable thresholds (q) are
chosen and used to convert the observed (O) and forecast (F) fields into binary fields IO and IF . All grid squares
exceeding the threshold have a value of 1 and all others a value of 0,

Io =

1 (O ≥ q)
0 (O < q)

and IF =

1 (F ≥ q)
0 (F < q)

(A.2.14)

Second, for every grid point in the binary fields obtained from Eq. (A.2.14), computation is performed to
determine the fraction of surrounding points within a given square of length n that have a value of 1. These are
described by

O(n)i, j =
1
n2

n∑
k=1

n∑
l=1

Io

[
i + k − 1 − (n − 1)

2
, j + l − 1 − (n − 1)

2

]
, (A.2.15)

F(n)i, j =
1
n2

n∑
k=1

n∑
l=1

IF

[
i + k − 1 − (n − 1)

2
, j + l − 1 − (n − 1)

2

]
. (A.2.16)

Third, the mean square error (MSE) for the observed and forecast fractions from the neighborhood of length n
is computed using

MS E(n) =
1

NxNy

Nx∑
i=1

Ny∑
j=1

[O(n)i, j − F(n)i, j]2. (A.2.17)

Here i goes from 1 to Nx, where Nx is the number of columns in the domain, and j goes from 1 to Ny, where Ny

is the number of rows. O(n)i, j is the resultant field of observed fractions for the square of length n and F(n)i, j

is the resultant field of model forecast fractions. However, the MSE is not in itself very useful because it is
highly dependent on the frequency of the event itself. The fractions skill score is defined by

FS S (n) =
MS E(n) − MS E(n)re f

MS E(n)per f ect − MS E(n)re f
= 1 − MS E(n)

MS E(n)re f
(A.2.18)

where MS E(n)per f ect is the MSE of a perfect forecast for neighborhood length n and MS E(n)re f is the MSE of
the reference.
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A.3 Verification Indices for Probability Forecasts

A.3.1 Brier Score
The Brier score (BS) is a basic verification index for probability forecasts, and is defined by

BS ≡ 1
N

N∑
i=1

(pi − ai)2, (0 ≤ BS ≤ 1), (A.3.1)

where pi is the forecast probability of occurrence of an event ranging from 0 to 1 in probability forecasts,
ai indicates observation with binary values (1 for observed and 0 for not observed), and N is the number of
samples. Smaller BS values indicate higher forecast accuracy. In a perfect forecast, the BS has a minimum
value of 0.

The Brier score for climatological forecasts (BSc), in which the climatological relative frequency Pc =

M/N is always used as the forecast probability pi ,is defined by

BSc ≡ Pc(1 − Pc), (A.3.2)

Since the Brier score is influenced by the climatological frequency of events in the verification sample, it is not
applicable to comparison of accuracy for forecasts with different sets of samples and/or different phenomena.
For example, BSc may differ with differing values of Pc even under the same forecast method (e.g., the climato-
logical approach) because of its dependence on Pc (Stanski and Burrows 1989). To reduce this effect, the Brier
skill score is often used for verification with improvement from the climatological forecast (see Subsection
A.3.2).

A.3.2 Brier Skill Score
The Brier skill score (BSS) is an index based on the Brier score. It indicates the degree of forecast improvement
in reference to climatological forecasts, and is defined by

BSS ≡ BSc − BS
BSc

, (BSS ≤ 1), (A.3.3)

where BS is the Brier score and BSc is the Brier score for the climatological forecast. BSS is unity for a perfect
forecast and zero for the climatological forecast. Its value is negative if the forecast error exceeds that of the
climatological forecast.

A.3.3 Murphy’s Decompositions
To provide deeper insight into the relationship between the Brier score (BS) and the properties of probability
forecasts, Murphy (1973) decomposed the score into reliability, resolution and uncertainty terms (Eq. A.3.4a),
refered to as Murphy’s Decompositions.

Consider the probability of forecasts classified to L intervals. Let the sample number in the lth interval be
Nl, and let the number of observed events in Nl be Ml. It follows that N =

∑L
l=1 Nl and M =

∑L
l=1 Ml. The BS

value can therefore be represented with Murphy’s decompositions as follows:

BS = Reliability − Resolution + Uncertainty, (A.3.4a)

Reliability =
L∑

l=1

(
pl −

Ml

Nl

)2 Nl

N
, (A.3.4b)

Resolution =
L∑

l=1

(
M
N
− Ml

Nl

)2 Nl

N
, (A.3.4c)

Uncertainty =
M
N

(
1 − M

N

)
, (A.3.4d)
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Figure A.3.1: Reliability diagram. The ordinate represents the relative frequencies of observed events Pobs, the
abscissa is the probability of forecast event occurrence Pfcst, and the solid line is the reliability curve. Grey
shading indicates positive contribution to the BSS.

where pl is the representative value in the lth interval of predicted probability. Reliability is the minimum
value of zero when pl is equal to the relative frequency of the observed events Ml/Nl. If the distance between
M/N (= Pc) and Ml/Nl is longer, resolution will have a large value. Uncertainty depends on observed events
regardless of forecast methods. When Pc = 0.5, Uncertainty will have the maximum value of 0.25. Uncertainty
is equal to the Brier score for climatological forecasts (BSc). In this regard, the Brier skill score (BSS) can be
expressed as

BSS =
Resolution − Reliability

Uncertanity
. (A.3.5)

A.3.4 Reliability Diagram

Probability forecast performance is often evaluated using a reliability diagram, also called an attributes dia-
gram. This is a chart detailing the relative frequencies of observed events Pobs as the ordinate and the probabil-
ity of forecast event occurrence Pfcst as abscissa as shown in Figure A.3.1. The plots are generally displayed in
the form of a reliability curve.

The properties of the curve can be related to the reliability and resolution terms of Murphy’s decomposi-
tions. Contribution to reliability (or resolution) for each value of Pfcst is associated with the squared distance
from a point on the reliability curve to the line Pobs = Pfcst (or Pobs = Pc), and is derived from its weighted
mean using the number of samples as weights. The contributions are the same for both reliability and reso-
lution on the line Pobs = (Pfcst + Pc)/2, called the no-skill line, and contribution to the Brier score is zero on
this line. The shading enclosed by the no-skill line, the line Pfcst = Pc and the axes in Figure A.3.1 indicate
the area of positive contribution to the BSS, since the contribution to reliability is larger than that to resolution.
For further details of reliability diagrams, see Wilks (2006).

In climatological forecasting (see Subsection A.3.1) as a special case, the reliability curve corresponds to a
point (Pfcst, Pobs) = (Pc, Pc). Probability forecasts with the following properties will have higher accuracy.
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Figure A.3.2: Schematic diagram of an ROC curve. The ordinate is Hr and the abscissa is Fr. Gray shading
indicates the ROC area.

• The reliability curve is close to the line Pobs = Pfcst (reliability close to zero).

• Points with a large number of samples on the reliability curve are distributed away from the point of the
climatological forecast (Pfcst, Pobs) = (Pc, Pc) (around the lower left or the upper right of the reliability
diagram) with higher resolution.

A.3.5 ROC Area Skill Score
If two alternatives in a decision problem, whether the event occurs or not, must be chosen on the basis of a
probability forecast for a dichotomous variable, the choice will depend on the probability threshold. A relative
operating characteristic (ROC) curve is often used to evaluate such decision problems. This involves the use
of a schematic diagram whose ordinate and abscissa represent the hit rate (Hr) and the false alarm rate (Fr),
respectively, and is made from contingency tables with variations of threshold values as shown in Figure A.3.2.

The threshold value is lower around the upper right of the diagram and higher around the lower left. Prob-
ability forecasting is more accurate when the curve is more convex to the top because the hit rate is higher than
the false alarm rate; that is, Hr > Fr around the upper left. The gray shaded area below the ROC curve, called
the ROC area (ROCA), will be larger with higher values of information in probability forecasts. For further
details of ROC curves, see Wilks (2006).

The ROC area skill score (ROCASS) is a validation index in reference to probability forecasts with no
information values (i.e. Hr = Fr), and is defined by

ROCASS ≡ 2(ROCA − 0.5), (−1 ≤ ROCASS ≤ 1). (A.3.6)

ROCASS is unity for a perfect forecast and zero for a forecast with no information values, such as one with a
uniform probability as randomly sampled from the range [1, 0].
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